KUMARAGURU COLLEGE OF TECHNOLOGY, COIMBATORE 641 049

(An Autonomous Institution under Anna University, Chennai)

Regulations - 2013 

B.E. COMPUTER SCIENCE AND ENGINEERING

CURRICULUM AND SYLLABI

SEMESTER – I

	Code No. 
	Course Title
	L
	T
	P
	C

	THEORY

	U13ENT101
	Technical English 
	2
	1
	0
	3

	U13MAT101
	Engineering Mathematics – I
	3
	1
	0
	4

	U13PHT101
	Engineering Physics 
	3
	0
	0
	3

	U13CHT101
	Engineering Chemistry 
	   3
	   0
	   0
	   3

	U13MET101
	Engineering Graphics
	2
	0
	3
	3

	U13CST101
	Structured Programming Using C
	3
	1
	0
	4

	PRACTICAL

	U13PHP101
	Physics Laboratory
	0
	0
	3
	1

	U13MEP101
	Engineering Practices Laboratory
	0
	0
	3
	1

	U13CSP101
	Structured Programming Laboratory using C
	0
	0
	3
	1

	U13GHP101
	Human Excellence: Personal Values – I
	1
	0
	1
	1











33 hrs
  24 Credits

SEMESTER – II

	Code No. 
	Course Title 
	L
	T
	P
	C

	THEORY

	U13ENT201
	Professional English
	1
	0
	2
	2

	U13MAT201
	Engineering Mathematics - II 
	3
	1
	0
	4

	U13PHT203
	Materials Science 
	3
	0
	0
	3

	U13EET212
	Electrical and Electronic Circuits
	3
	1
	0
	4

	U13ITT201
	Foundations of Information Technology
	3
	0
	0
	3

	U13CST201
	Digital Systems and Design
	3
	1
	0
	4

	PRACTICAL

	U13EEP212
	Electrical and Electronic Circuits Laboratory
	0
	0
	3
	1

	U13CSP201
	Computer Hardware Laboratory
	0
	0
	3
	1

	U13CSP202

	Digital Systems and Design Laboratory
	0
	0
	3
	1

	U13GHP201
	Human Excellence: Personal Values – II
	1
	0
	1
	1











32 hrs
  24 Credits

SEMESTER III

	Code No.
	Course Title
	L
	T
	P
	C

	THEORY

	U13MAT301
	Numerical Methods 
	3
	0
	2
	4

	U13CST301
	Data Structures and Algorithms
	3
	0
	0
	3

	U13CST302
	Computer Architecture 
	3
	1
	0
	4

	U13CST303
	Operating Systems
	3
	 0
	0
	3

	U13CST304
	Object Oriented Programming with C++
	3
	0
	0
	3

	U13GST001
	Environmental Science and Engineering
	3 
	0
	0
	3

	PRACTICAL

	U13CSP301
	Data Structures and Algorithms Laboratory
	0
	0
	3
	1

	U13CSP302
	Object Oriented Programming Laboratory
	0
	0
	3
	1

	U13ENP301
	Communication Skills Laboratory
	0
	0
	3
	1

	U13GHP301
	Human Excellence: Family Values– I
	1
	0
	1
	1


                                                                                                             32 hrs
  24 Credits

SEMESTER IV

	Code No.
	Course Title
	L
	T
	P
	C

	THEORY

	U13MAT402
	Signals and Systems
	3
	1
	0
	4

	U13CST401
	Design and Analysis of Algorithms
	3
	0
	0
	3

	U13CST402
	Software Engineering
	3
	0
	0
	3

	U13CST403
	Microprocessors 
	3
	1
	0
	4

	U13CST404
	Database Management Systems
	3
	0
	2
	4

	U13CST405
	Theory of Computation
	3
	1
	0
	4

	PRACTICAL

	U13CSP401
	Algorithms Laboratory 
	0
	0
	3
	1

	U13CSP402
	Microprocessors Laboratory 
	0
	0
	3
	1

	U13CSP403
	Operating Systems Laboratory
	0
	0
	3
	1

	U13GHP401
	Human Excellence: Professional Values
	1
	0
	1
	1


34 hrs
  26 Credits

SEMESTER V

	Code No.
	Course Title
	L
	T
	P
	C

	THEORY

	U13MAT506
	Probability and Queuing Theory
	3
	1
	0
	4

	U13CST501
	Principles of Compiler Design
	3
	1
	0
	4

	U13CST502
	Computer Networks
	3
	0
	0
	3

	U13CST503
	Java Programming
	3
	0
	0
	3

	U13ECT511
	Digital Signal Processing
	3
	1
	0
	4

	
	Elective I 
	3
	0
	0
	3

	PRACTICAL

	U13CSP501
	Software Engineering Laboratory 
	0
	0
	3
	1

	U13CSP502
	Java Programming Laboratory
	0
	0
	3
	1

	U13CSP503
	Database Management Systems Laboratory
	0
	0
	3
	1

	U13GHP501
	Human Excellence Social Values
	0
	0
	2
	1


32 hrs
  25 Credits

	Code No.
	Course Title
	L
	T
	P
	C

	Elective  I 

	U13CSTE11
	Advanced Computer Architecture
	3
	0
	0
	3

	U13CSTE12
	Knowledge based Decision Support Systems
	3
	0
	0
	3

	U13CSTE13
	Building Enterprise Applications
	3
	0
	0
	3


SEMESTER VI

	Code No.
	Course Title
	L
	T
	P
	C

	THEORY

	U13CST601
	Artificial Intelligence
	3
	0
	0
	3

	U13CST602
	Cryptography and Network Security
	3
	0
	0
	3

	U13CST604
	Computer Graphics
	3
	0
	2
	4

	U13GST008
	Professional Ethics
	3
	0
	0
	3

	
	Elective II - Engineering Science 
	3
	0
	0
	3

	
	Elective III
	3
	0
	0
	3

	PRACTICAL

	U13CSP601
	Computer Networks Laboratory 
	0
	0
	3
	1

	U13CSP602
	Artificial Intelligence Laboratory
	0
	0
	3
	1

	U13CSP604
	Mini Project using open source software
	0
	0
	3
	1

	U13GHP601
	Human Excellence National Values
	0
	0
	2
	1

	
	
	
	
	
	


31 hrs
  23 Credits

	Code No.
	Course Title
	L
	T
	P
	C

	Elective II - Engineering Science
	
	
	
	

	U13GST004
	Operations Research
	3
	0
	0
	3

	U13ECTE81
	Analog and Digital Communication
	3
	0
	0
	3

	U13CSTE21
	Cyber Forensics
	3
	0
	0
	3

	Elective III

	U13CSTE31
	Digital Image Processing 
	3
	0
	0
	3

	U13CSTE32
	Multimedia Systems
	3
	0
	0
	3

	U13CSTE35
	Advanced Database Technologies
	3
	0
	0
	3

	U13CSTE36
	TCP/IP and Socket Programming
	3
	0
	0
	3


SEMESTER VII

	Code No.
	Course Title
	L
	T
	P
	C

	THEORY

	U13CST701
	Mobile and Pervasive Computing
	3
	0
	0
	3

	U13CST702
	Data Warehousing and Data Mining
	3
	0
	0
	3

	U13CST703
	Web Technology
	3
	0
	2
	4

	U13GST003  
	Principles of Management  
	3
	0
	0
	3

	
	Elective IV- Engineering Science 
	3
	1
	0
	4

	
	Elective V
	3
	0
	0
	3

	PRACTICAL

	U13CSP701
	Wireless Networks Laboratory
	0
	0
	3
	1

	U13CSP702
	Data Warehousing and Data mining Laboratory
	0
	0
	3
	1

	U13CSP703
	Project Review 
	0
	0
	3
	1

	U13GHP701
	Human Excellence Global Values
	0
	0
	2
	1


   

  32hrs
  24 Credits

	Code No.
	Course Title
	L
	T
	P
	C

	Elective IV- Engineering Science
	
	
	
	

	U13CSTE41
	System Modeling and Simulation
	3
	1
	0
	4

	U13CSTE42
	Speech Technology
	3
	1
	0
	4

	U13CSTE43
	Mobile Application Development
	3
	0
	2
	4

	U13CSTE44
	Internet of Things
	3
	0
	2
	4


	Code No.
	Course Title
	L
	T
	P
	C

	Elective V

	U13CSTE51
	Real Time Systems
	3
	0
	0
	3

	U13CSTE52
	High Speed Networks
	3
	0
	0
	3

	U13CSTE53
	Pattern Recognition
	3
	0
	0
	3

	U13CSTE54
	Computational Intelligence
	3
	0
	0
	3


SEMESTER VIII

	Code No.
	Course Title
	L
	T
	P
	C

	THEORY

	
	Elective VI -General Electives 
	3
	0
	0
	3

	
	Elective VII
	3
	0
	0
	3

	
	Elective VIII
	3
	0
	0
	3

	PRACTICAL

	U13CSP801
	Project Work
	0
	0
	18
	6


 27 hrs
  15 Credits

	Code No.
	Course Title
	L
	T
	P
	C

	Elective VI -General Electives

	U13GST005
	Engineering Economics and Financial Management
	3
	0
	0
	3

	U13GST006
	Product Design and Development         
	3
	0
	0
	3


	Code No.
	Course Title
	L
	T
	P
	C

	Elective VII

	U13CSTE71
	Service Oriented Architecture
	3
	0
	0
	3

	U13CSTE72
	Computer Vision
	3
	0
	0
	3

	U13CSTE73
	Adhoc and Sensor Networks
	3
	0
	0
	3

	U13CSTE74
	Business Intelligence and its Application
	3
	0
	0
	3


	Code No.
	Course Title
	L
	T
	P
	C

	Elective VIII

	U13CSTE81
	Distributed Systems
	3
	0
	0
	3

	U13CSTE82
	Ontology and Semantic Web
	3
	0
	0
	3

	U13CSTE84
	Software Quality Assurance and Testing
	3
	0
	0
	3

	U13CSTE85
	Grid and  Cloud Computing
	3
	0
	0
	3

	U13CSTE86
	Information Retrieval
	3
	0
	0
	3











Total Credits: 185 
SEMESTER III

	U13MAT301

	NUMERICAL METHODS

	L
	T
	P
	C

	
	
	3
	0
	2
	4

	Course Objectives

	· To understand concepts of pseudocode and various errors.
· To solve algebraic, transcendental and system of linear equations by using various techniques. 

· To understand the concepts of curve fitting, interpolation with equal and unequal intervals.

· To understand the concepts of numerical differentiation and numerical integral by various methods.
· To solve the ordinary differential equations with initial condition by numerical techniques. 

· To solve the partial differential equations using numerical techniques. 

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Solve a set of algebraic equations representing steady state models formed in engineering problems

· Fit smooth curves for the discrete data connected to each other or to use interpolation methods over these data tables

· Find the trend information from discrete data set through numerical differentiation and summary information through numerical integration

· Predict the system dynamic behaviour through solution of ODEs modeling the system

· Solve PDE models representing spatial and temporal variations in physical systems through numerical methods.

· Have the necessary proficiency of using MATLAB for obtaining the above solutions.


	Course Content

	INTRODUCTION

	3+3 Hours

	Simple mathematical modeling and engineering problem solving – Algorithm Design – Flow charting and pseudocode - Accuracy and precision – round off errors.  

	NUMERICAL SOLUTION OF ALGEBRAIC EQUATIONS

	7+3 Hours

	Solution of nonlinear equations: False position method – Fixed point iteration – Newton Raphson method for a single equation and a set of non- linear equations. 

Solution of linear system of equations by Gaussian elimination method -  Gauss Jordan method -  Gauss Seidel method.


	CURVE FITTING AND INTERPOLATION

	7+3 Hours

	Curve fitting – Method of least squares – Regression – Interpolation: Newton’s forward and backward difference formulae – Divided differences – Newton’s divided difference formula - Lagrange’s interpolation – Inverse interpolation.


	NUMERICAL DIFFERENTIATION AND INTEGRATION
       
	7+3 Hours

	Numerical differentiation by using Newton’s forward, backward and divided differences – Numerical integration by Trapezoidal and Simpson’s 1/3rd and 3/8 th rules – Numerical double integration.   

	NUMERICAL SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS    

Initial value problems -- Single step methods: Taylor’s series method–Truncation error – Euler and Improved Euler methods  – Fourth order Runge - Kutta method – Multistep method: Milne’s predictor -- corrector method.

	10+3 Hours

	NUMERICAL SOLUTION OF PARTIAL   DIFFERENTIAL EQUATIONS (PDEs)                                                                                                                  11 Hours

	PDEs and Engineering Practice – Laplace Equation derivation for steady heat conduction – Numerical solution of the above problem by finite difference schemes – Parabolic Equations from Fourier`s Law of Transient Heat Conduction and their solution through implicit schemes – Method of Lines – Wave propagation through hyperbolic equations and solution by explicit method.

Use of MATLAB Programs to workout solutions for all the problems of interest in the above topics.



	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	REFERENCES

	1.  Steven C.Chapra and Raymond P. Canale, “ Numerical Methods for Engineers with 

     Programming and Software Applications”, SixthEdition, WCB/McGraw-Hill, 1998.

2.  John H. Mathews and Kurtis D. Fink, “Numerical Methods using Matlab”, Fourth 

     Edition, Prentice Hall of India, 2004. 

3. Gerald C. F. and Wheatley P.O, “Applied Numerical Analysis”, Sixth Edition, Pearson   

     Education Asia, New Delhi, 2002.
4. Sastry S.S, “Introductory Methods of Numerical Analysis”, Third Edition, Prentice – 

     Hall of India Pvt Ltd, New Delhi, 2003.

5. Kandasamy  P., Thilagavathy K. and Gunavathy  K., “Numerical Methods”, S.Chand 

    Co. Ltd., New Delhi, 2007. 


	U13CST301            
	
DATA STRUCTURES AND ALGORITHMS

(Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To understand different methods of organizing data

· To implement various data structures efficiently.

· To understand different sorting and searching algorithms.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the basic data structures and its operations. [K2]

· Explain the concept of time complexity and space complexity. [K2]

· Identify an appropriate data structure for a given problem. [K3] 

· Make use of basic data structures to solve problems. [K3]

· Explain various searching and sorting algorithms. [K2]

	Course Content

	LISTS, STACKS AND QUEUES

	9   Hours

	Abstract Data Type (ADT) – The List ADT and its applications – The Stack ADT and its applications – The Queue ADT applications

	TREES


	9   Hours

	Preliminaries – Binary Trees – The Search Tree ADT – Binary Search Trees-Threaded Binary trees – Tree Traversals - Priority Queues (Heaps) – Model – Simple implementations – Binary Heap 

	SEARCH STRUCTURES AND HASHING
         
	9   Hours

	AVL Trees – Splay Trees – B-Trees -Hashing – General Idea – Hash Function – Separate Chaining – Open Addressing – Linear Probing 

	GRAPHS

	9  Hours

	Definitions – Topological Sort – Shortest-Path Algorithms – Unweighted Shortest Paths – Dijkstra’s Algorithm – Minimum Spanning Tree – Prim’s Algorithm – Kruskal’s Algorithm - Applications of Depth-First Search – Undirected Graphs – Biconnectivity.



	SORTING & SEARCHING


	9  Hours

	Sorting-Preliminaries – Insertion Sort – Shellsort – Heapsort – Mergesort – Quicksort – External Sorting –Searching –Linear Search-Binary Search.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45

	

	REFERENCES

	1. M.A.Weiss, “Data Structures and Algorithm Analysis in C”, Second edition, Pearson Education Asia, 2007. 

2. Y. Langsam, M. J. Augenstein and A. M. Tenenbaum, “Data Structures using C and C++”, 2nd ed, Prentice-Hall of India, 2009.

3. Alfred V. Aho, John E. Hopcroft and Jeffry D. Ullman, Data Structures & Algorithms, Pearson Education, New Delhi, 2009.



	U13CST302
	 COMPUTER ARCHITECTURE 
                 (Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	Course Objectives

	· To understand the basic structure of a digital computer.

· To discuss the operation of various components of computing systems.

· To study the different ways of communicating with I/O devices. 
· To enhance the processor operation by employing pipelining. 



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the organization and working principle of computer hardware components. [K2]
· Demonstrate the  operation of arithmetic unit.[K2]
· Explain the hierarchical memory system and data transfer with in a digital computer. [K2]

· Explain the ways of communication between a processor and I/O devices.[K2]

· Examine the execution sequence of an instruction through the processor. [K3]

	Course Content

	BASIC STRUCTURE OF COMPUTERS

	7+3 Hours

	Functional Units - Basic Operational Concepts - Bus Structures - Software Performance - Memory Locations and Addresses - Memory Operations - Instruction and Instruction Sequencing - Addressing Modes - Assembly Language - Basic I/O Operations - Stacks and Queues.

	MEMORY SYSTEM

	8+3 Hours

	Basic Concepts - Semiconductor RAM- ROM- Speed, Size and Cost - Cache Memories - Performance Considerations - Virtual Memory- Memory Management Requirements.

	ARITHMETIC UNIT
	11+3 Hours

	Addition and Subtraction of Signed Numbers - Design of Fast Adders - Multiplication of Positive Numbers - Signed Operand Multiplication and Fast Multiplication - Integer Division - Floating Point Numbers and Operations.

	BASIC PROCESSING UNIT AND PIPELINING
	12+3 Hours

	Fundamental Concepts - Execution of a Complete Instruction - Multiple Bus Organization - Hardwired Control - Microprogrammed Control - Pipelining - Basic Concepts - Data Hazards - Instruction Hazards - Influence on Instruction Sets- Data path and control considerations- Superscalar operation.

	I/O ORGANIZATION

	7+3 Hours

	Accessing I/O Devices - Interrupts - Direct Memory Access - Buses - Standard I/O Interfaces (PCI, SCSI, USB).

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Carl Hamacher, Zvonko Vranesic and Safwat Zaky, “Computer Organization”, 5th Edition McGraw-Hill, 2002.

2. William Stallings, “Computer Organization and Architecture - Designing for Performance”, 9th Edition, Prentice Hall, 2012. 

3. David A.Patterson and John L.Hennessy, “Computer Organization and Design: The hardware / software interface”, 4th Edition, Morgan Kaufmann, 2008.

4. John P.Hayes, “Computer Architecture and Organization”, 3rd Edition, McGraw Hill, 2002.




	U13CST303
	OPERATING SYSTEMS

(Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To learn the fundamentals of operating system concepts. 
· To understand different operating system services.

· To study a mobile operating systems concepts



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Lustrate the operating system concepts and its functionalities. [K2]

· Apply various CPU scheduling algorithms for given problems. [K3]

· Outline the needs and applications of process synchronization. [K2]

· Explain various file and disk management strategies. [K2]
· Identify the issues in memory management.[K3]

	Course Content

	INTRODUCTION
AND PROCESS CONCEPT


	9 Hours

	Operating System Structure – Operating System Operations – Process Management – Memory Management – Storage Management – Protection and Security – Distributed Systems – Computing Environments – System Structures: Operating System Services – User Operating System Interface – System Calls – Types of System Calls – System Programs 

Process Scheduling – Operations on Processes – Inter-process Communication.



	MULTITHREADED PROGRAMMING AND PROCESS SCHEDULING

	 9  Hours

	Overview – Multithreading Models – Threading Issues  

Basic Concepts – Scheduling Criteria – Scheduling Algorithms – Multiple-Processor Scheduling – Synchronization – The Critical-Section Problem – Peterson’s Solution – Synchronization Hardware – Semaphores – Classic problems of Synchronization – Monitors. 



	DEADLOCKS AND MEMORY MANAGEMENT STRATEGIE

	9 Hours

	System Model – Deadlock Characterization – Methods for Handling Deadlocks – Deadlock Prevention – Deadlock Avoidance – Deadlock Detection – Recovery from Deadlock.

Swapping – Contiguous Memory Allocation – Paging – Structure of the Page Table – Segmentation.



	VIRTUAL MEMORY MANAGEMENT AND FILE SYSTEM 

	9 Hours

	Demand Paging – Copy on Write – Page Replacement – Allocation of Frames – Thrashing 

File Concept – Access Methods – Directory Structure – File Sharing – Protection.



	IMPLEMENTING FILE SYSTEMS AND SECONDARY STORAGE STRUCTURE

	9 Hours

	File System Structure – File System Implementation – Directory Implementation – Allocation Methods – Free-space Management

Disk Structure – Disk Scheduling – Disk Management – Swap-Space Management. 

Case Study: Symbian OS.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Abraham Silberschatz, Peter Baer Galvin and Greg Gagne, “Operating System Principles”, 
       John Wiley & Sons (Asia) Pvt. Ltd, Seventh Edition, 2009.

2. Andrew S. Tanenbaum, “Modern Operating Systems”, 3rd edition Prentice Hall of India 
       Pvt. Ltd, 2010 (Case Study Topic).

3. Harvey M. Deitel, “Operating Systems”, Pearson Education Pvt. Ltd, Second Edition,
       2002.

4. William Stallings, “Operating System”, Pearson Education, Sixth edition, 2012.




	U13CST304
	OBJECT ORIENTED PROGRAMMING WITH C++

(Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To understand object-oriented programming features. 

· To study the implementation of various features of OOP in C++.

· To illustrates solution of different problems using C++ 



	Course Outcomes

	After successful completion of this course, the students should be able to

	1. Define principles of Object Oriented programming [K1]

2. Outline the differences between object oriented programming and structured programming [K2]

3. Develop solutions to a given problems using class object concepts[K3]

4. Make use of overloading and inheritance concepts to solve real world problems[K3]

5. Develop programs for all file and template related concepts[K3]



	Course Content

	INTRODUCTION 
  

	9  Hours

	Object-Oriented Paradigm - Elements of Object Oriented Programming – Merits and Demerits of OO Methodology – C++ fundamentals – Data types, Operators and Expressions, Control flow,Arrays,StructureandFunctions. 


	CLASSES AND OBJECTS

	9  Hours

	Classes and Objects – Passing objects as arguments – returning objects – Friend functions – Static data and member functions - Constructors –Parameterized constructor – Destructor- Copy contractor- Array of Objects – pointer to object members.

	POLYMORPHISM AND INHERITANCE

	9  Hours

	Polymorphism – Function overloading – Unary operator overloading – binary operator overloading – Data Conversion- Overloading with Friend Functions. Inheritance –Derived class – Abstract Classes - Types of Inheritance 

	VIRTUAL FUNCTIONS AND TEMPLATES

	9  Hours

	Virtual functions – Need- Definition - Pure Virtual Functions – Virtual Destructors Template – Class template, Function Template. 

	
FILES AND EXCEPTION HANDLING
	9  Hours

	C++ streams – console streams – console stream classes - formatted and unformatted console I/O operations – Manipulators File streams classes - File modes - File pointers and Manipulations - File I/O – Exception handling 

	

	Theory:45Hr                                   Tutorial: 0 Hr                                       Total Hours:45

	

	REFERENCES

	1. K.R.Venugopal, Rajkumar Buyya, T.Ravishankar, "Mastering C++", TMH, 2009. 
2. Ira Pohl, “Object oriented programming using C++”, Pearson Education Asia, 2004 
3. Bjarne Stroustrup, “The C++ programming language”, Addison Wesley, fourth edition, 2013
4. John R.Hubbard, “Progranning with C++”, Schaums outline series, TMH, 2003
5. E.Balagurusamy “Object Oriented Programming with C++”, 5th Edition,TMH 2/e,2011.



	U13GST001

	ENVIRONMENTAL SCIENCE AND ENGINEERING                                       (Common to all branches)
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	At the end of this course the student is expected to understand what constitutes the environment, what are precious resources in the environment, how to conserve these resources, what is the role of a human being in maintaining a clean environment and useful environment for the future generations and how to maintain ecological balance and preserve bio-diversity

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Play an important role in transferring a healthy environment for future generations 

· Analyse the impact of engineering solutions in a global and societal context

· Discuss contemporary issues that results in environmental degradation and would attempt to provide solutions to overcome those problems
· Ability to consider issues of environment and sustainable development in his personal and professional undertakings
· Highlight the importance of ecosystem and biodiversity

· Paraphrase the importance of conservation of resources.



	Course Content

	INTRODUCTION TO ENVIRONMENTAL STUDIES AND NATURAL RESOURCES
	10  Hours

	Definition, scope and importance – Need for public awareness – Forest resources: Use and over-exploitation, deforestation, case studies. Timber extraction, mining, dams and their effects on forests and tribal people – Water resources: Use and overutilization of surface and ground water, floods, drought, conflicts over water, dams benefits and problems – Mineral resources: Use and exploitation, environmental  effects of extracting and using mineral resources, case studies – Food resources: World food problems, changes caused by agriculture and overgrazing, effects of modern agriculture, fertilizer-pesticide problems, water logging, salinity, case studies – Energy resources: Growing energy needs, renewable and non renewable energy sources, use of alternate energy sources. Case studies – Land resources: Land as a resource, land degradation, man induced landslides, soil erosion and desertification – Role of an individual in conservation of natural resources – Equitable use of resources for sustainable lifestyles.

	ECOSYSTEMS AND BIODIVERSITY
	14  Hours

	ECOSYSTEM : Concept of an ecosystem – Structure and function of an ecosystem: Producers, consumers and decomposers, Energy flow in the ecosystem, Food chains, food webs and ecological pyramids - Ecological succession – Introduction, types, characteristic features, structure and function of the (a) Forest ecosystem (b) Grassland ecosystem (c) Desert ecosystem (d) Aquatic ecosystems (ponds, streams, lakes, rivers, oceans, estuaries) – 
BIODIVERSITY : Introduction to Biodiversity – Definition: genetic, species and ecosystem diversity – Biogeographical classification of India – Value of biodiversity: consumptive use, productive use, social, ethical, aesthetic and option values – Biodiversity at global, National and local levels – India as a mega-diversity nation – Hot-spots of biodiversity – Threats to biodiversity: habitat loss, poaching of wildlife, man-wildlife conflicts – Endangered and endemic species of India – Conservation of biodiversity: In-situ and Ex-situ conservation of biodiversity.

	ENVIRONMENTAL POLLUTION
	8   Hours

	Definition – Causes, effects and control measures of: (a) Air pollution (b) Water pollution (c) Soil pollution (d) Marine pollution (e) Noise pollution (f) Thermal pollution (g) Nuclear hazards – Solid waste Management: Causes, effects and control measures of urban and industrial wastes – Role of an individual in prevention of pollution – Pollution case studies – Disaster management: floods, earthquake, cyclone and landslides.

	SOCIAL ISSUES AND THE ENVIRONMENT
	7   Hours

	From Unsustainable to Sustainable development – Urban problems related to energy – Water conservation, rain water harvesting, watershed management – Resettlement and rehabilitation of people; its problems and concerns, case studies – Environmental ethics: Issues and possible solutions – Climate change, global warming, acid rain, ozone layer depletion, nuclear accidents and holocaust, case studies. – Wasteland reclamation – Consumerism and waste products – Environment Production Act – Air (Prevention and Control of Pollution) Act – Water (Prevention and control of Pollution) Act – Wildlife Protection Act – Forest Conservation Act – Issues involved in enforcement of environmental legislation – Public awareness

	HUMAN POPULATION AND THE ENVIRONMENT
	6    Hours

	Population growth, variation among nations – Population explosion – Family Welfare Programme – Environment and human health – Human Rights – Value Education – HIV / AIDS – Women and Child Welfare – Role of Information Technology in Environment and human health – Case studies.

Field Work

Visit to local area to document environmental assets- river / grassland / hill / mountain, visit to local polluted site- urban / rural / industrial / agricultural, study of common plants, insects, birds, study of simple ecosystems-pond, river, hill slopes etc.,

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Miller T.G. Jr., Environmental Science, Wadsworth Publishing Co., 2013

2. Masters G.M., and Ela W.P., Introduction to Environmental Engineering and Science, Pearson Education Pvt., Ltd., Second Edition.

3. Bharucha Erach, The Biodiversity of India, Mapin Publishing Pvt. Ltd., Ahmedabad India., 2002

4. Trivedi R.K and Goel P.K., “Introduction to Air pollution” Techno-science Pubications. 2003

5. Trivedi R.K., Handbook of Environmental Laws, Rules, Guidelines, Compliances and Standards, Vol. I and II, Enviro Media. 1996

6. Cunningham, W.P., Cooper, T.H.., & Gorhani E.,  Environmental Encyclopedia, Jaico Publ., House, Mumbai, 2001

7. Wager K.D., Environmental Management, W.B. Saunders Co., Philadelphia, USA, 1998

8. Townsend C., Harper J and Michael Begon, “Essentials of Ecology”, Blackwell science Publishing Co., 2003

9. Syed Shabudeen, P.S. Environmental chemistry, Inder Publishers, Coimbatore. 2013




	U13CSP301
	DATA STRUCTURES AND ALGORITHMS LABORATORY
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To gain knowledge about the implementation of different data structures. 

· To choose the appropriate data structure for a specified application. 



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Implement various basic data structures and its operations. [S]

· Implement various sorting and searching algorithms. [S]

· Perform various tree operations [S]

· Solve problems using graphs. [S]

· Develop simple applications using various data structures. [S]



	Course Content

	List of Experiments

1. Array based implementation of stack and queue.

2. Linked list implementations and problems related to linked list such as inverting list, concatenation, etc.

3. Linked list based implementation of stack and queue

4. Problems related to applications of stack

5. Search Tree ADT - Binary Search Tree and traversal 

6. AVL tree implementation

7. Implementation of Hash Tables

8. Implementation of graph traversal 

9. Implementation of Dijkstra’s algorithm 

10. Implementation of minimum spanning tree algorithm

11. Sorting – Heap sort, Quick sort, Merge sort

12. Searching – Linear search, Binary search


	


	U13CSP302
	OBJECT ORIENTED PROGRAMMING LABORATORY                                                (Common to CSE and IT)
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To learn an object oriented way of solving problems.
· To implement various concepts of OOP using C++.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate class object concepts by using C++ [S]

· Design, develop programs using inheritance and polymorphism[S]

· Demonstrate the significance of constructors and destructor[S]

· Implement function and operator overloading using C++[S]

· Construct generic classes using template concepts[S]



	Course Content

	List of Experiments

1. Simple class, objects and array of objects.
2. Function Overloading

3. Constructor, Destructor, Constructor Overloading

4. Unary and binary operator overloading 

5. Inheritance, Data conversions

6. Static data and Static function

7. Virtual function and virtual base class

8. Class Templates, Function Templates

9. Exception handling

10.  File operations


	


	U13ENP301
	COMMUNICATION SKILLS LABORATORY                                      (Common to all branches of Engineering and Technology)
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To impart communicative ability to exhibit the individual’s subject knowledge

· To achieve the desirable communicative competence by  the students to meet the expectation of corporate 

· To show the need for a comprehensive link language to share subject expertise

· To offer adequate exposure to soft skills needed for the corporate.

· To sensitize towards corporate culture.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Present the individual, academic curricular and career profiles

· Speak to prove the industry-ready communication competency  in GDs & interviews

· Project desirable soft skills to interface the corporate



	Course Content

	GRAMMAR IN COMMUNICATION


	9  Hours

	Grammar and Usage – Building Blocks, Homonyms, Subject and Verb Agreement, Error Correction - Grammar Application, Framing Questions – Question words, Verbal Questions, Tags, Giving Replies –Types of Sentences, Listening Comprehension –Listening and Ear training.

	ASSERTIVE COMMUNICATION

	9  Hours

	Listening Comprehension in Cross–Cultural Ambience, Telephonic Conversations/Etiquette, Role Play Activities, Dramatizing Situations- Extempore – Idioms and Phrases.

	CORPORATE COMMUNICATION

	9  Hours

	Video Sensitizing, Communicative Courtesy – Interactions – Situational Conversations, Time Management, Stress Management Techniques, Verbal Reasoning, Current Affairs – E Mail Communication / Etiquette.

	PUBLIC SPEAKING


	9  Hours

	Giving Seminars and Presentations, Nuances of Addressing a Gathering - one to one/ one to a few/ one to  many, Communication Process, Visual Aids & their Preparation, Accent Neutralization, Analyzing the Audience, Nonverbal Communication.



	INTERVIEW & GD TECHNIQUES

	9  Hours

	Importance of Body Language –Gestures & Postures and Proxemics, Extempore, Facing the Interview Panel, Interview FAQs, Psychometric Tests and Stress Interviews, Introduction to GD, Mock GD Practices.



	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Bhatnagar R.P.  & Rahul Bhargava, “English for Competitive Examinations”, Macmillian Publishers, India, 1989,  ISBN: 9780333925591
2. Devadoss K.  & Malathy P., “Career Skills for Engineers”, National Book Publishers, Chennai, 2013.

3. Aggarwal R.S., “A Modern Approach to Verbal & Non–Verbal Reasoning”, S.Chand Publishers, India, 2012, ISBN : 8121905516 



	U13GHP301
	HUMAN EXCELLENCE: FAMILY VALUES – I                                             (Common to all branches of Engineering and Technology)
	L
	T
	P
	C

	
	
	1
	0
	1
	1

	Course Objectives

	· To inculcate the basic need for family life and peace in it.

· To lead spiritual development through good family life.

· To respect womanhood and live disease free life.

· To live with sound health.

· To reach Intuition.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Develop skills in maintaining harmony among the family members.

· Acquire skills in traditional yogasanas leading to sound health.

· Behaves as a family member and leading to a blissful family life.

· Learnt Food is Medicine.



	Course Content

	RESTRAINT IN FAMILY

	4  Hours

	Definition - Greatness of life force & mind. Introduction - Kayakalpa yoga - aim -  maintaining youthfulness – sex & spirituality – ten stage of mind – mental frequency-method of concentration – kayakalpa philosophy  - physical body – sexual vital fluid – life force – biomagnetism - mind – food transformation into seven minerals – postponing the ageing process – death – importance of kayakalpa training.

	SPIRITUAL DEVELOPMENT THROUGH GOOD FAMILY LIFE
	4  Hours

	Kayakalpa exercise – methods – aswini mudhra – ojus breathing – explanations – benefits – practices – Responsibility of men and women – introduction a good education – need of morality – spiritual development. Revision of previous physical exercises. Introduction – hints & caution – body massaging – accu-pressure – relaxation.

	PEACE IN FAMILY

	 4  Hours

	Family value – meaning – Introduction – values – benefits of blessings – effect of vibrations – make blessings a daily habit – greatness of friendship – individual & family peace – reason for misunderstanding in the family – no comment – no command – no demand – no ego – peace of mind.

	GREATNESS OF WOMANHOOD & FOOD IS MEDICINE

	4  Hours

	Good–cultured behavioral patterns – love and compassion - Greatness of womanhood – Food is medicine (healthy food habits).

	SIMPLIFIED PHYSICAL EXERCISES

	  7 Hours

	Simplified physical exercises – Kaya Kalpa Yoga (Benefits related to the Patient, Tolerance, Sacrifice)

MEDITATION & YOGASANAS                                                                        7 Hours

Thuriya meditation – introduction – practice – benfits. Asanas – ashtanga yoga – pathanjali maharishi – hints & cautions – posture - movement – involvement – standing asanas: thadasana – ekapathasana – chakrasana(side) – uthkatasana – trikonasana.  sitting asanas:  thandasana – padmasana – vajrasana – suhasana – siddhasana – parvathasana – yogamudhra.  Downward lying asanas: makkarasana – bhujangasana – salabhasana – navukasana – dhanurasana. Upward lying asanas: savasana - artha pavana mukthasana – pavana mukthasana – utthana pathasana – navasana & Surya namaskara.





	


	Theory:30Hr                                   Tutorial: 0 Hr                                Total Hours:30  

	

	REFERENCES

	1. Yoga for Modern Age  



           ---- Vethathiri Maharishi


2. The Man making Messages 



              ---- Swami Vivekananda
3. Manavalakalai Part- 1&2&3



               ---- Vethathiri Maharishi

4. Value Education for Health & Happiness and Harmony.  
 ---- Vethathiriyam



	


SEMESTER IV
	U13MAT402
	SIGNALS AND SYSTEMS
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	Course Objectives

	· To identify continuous time systems and signals that interact with them

· To apply laws of physics to derive simple models for real-life dynamic systems

· To obtain system behavior through model based simulation

· To represent periodic signals using Fourier series and understand the significance of frequency spectra

· To understand Fourier Transformation of aperiodic signals and the resulting continuous spectra

· To infer linear time invariant system behavior through state space as well as frequency domain models.

 

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Apply laws of Physics to model simple real life systems to predict its dynamic behavior

· Use Fourier analysis to identify the frequency characteristics of signals of interest

· Use time domain and frequency domain methods to understand the inherent behavior of LTI systems

· Take up advanced courses on system dynamics, digital signal processing and design of feedback control systems.



	Course Content

	REPRESENTATION OF SIGNALS AND SYSTEMS

	3+3 Hours

	Introduction to systems, signals and their interaction. 

Continuous time and discrete time signals, periodic and aperiodic signals, energy and power signals.

Representation of simple systems with examples. Linear and nonlinear systems, Systems with and without memory, Time varying and time- invariant systems 

	DYNAMIC SYSTEM MODELING & SIMULATION

	12+3  Hours

	Lumped element modeling - Laws of Physics applied to Simple Mechanical Systems and RLC Electrical circuits.

System State - State variables and forms of state equations. Matrix representation of state equations for linear dynamic systems – Free response and forced response

Time response from general system models through numerical integration. Use of Continuous System Simulation Tools (MATLAB)



	PERIODIC SIGNALS AND FOURIER SERIES

	    7+3  Hours

	Obtaining trigonometric Fourier series – Exponential Fourier Series –Fourier  Spectra – Parseval’s Theorem- Linearity and time-shifting properties of Fourier Series 



	FOURIER TRANSFORMS FOR APERIODIC SIGNALS

	10+3  Hours

	Fourier Transform(FT) pair and equations relating them – Magnitude and phase spectra from Fourier Transforms – Linearity, time scaling , time shifting, time differentiation and integration properties of FTs - Parseval’s Energy Theorem – Existence condition for FT

	ANALYSIS OF LINEAR TIME INVARIANT (LTI) SYSTEMS USING TRANSFORMS

	13+3 Hours

	Impulse Response of LTI system- Convolution integral – FT for convolved time signals - Transfer function of LTI system using Fourier Transform – System gain and phase responses in sinusoidal steady state – Bode plots – Applications in Communication and Control – Analog filters

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	REFERENCES

1. Mrinal Mandal and Amrit Asif, `Continuous and Discrete Time Signals and Systems’, Cambridge University Press, 2007

2. P.D. Cha, J.J. Rosenberg & C.L. Dym, `Fundamentals of Modeling and Analyzing Engineering Systems’, Cambridge University Press, 2000

3. W.Y. Yang et. al., `Signals and Systems with MATLAB’, Springer, 2009

4. A.V. Oppenheim & A.S. Willsky, `Signals & Systems’, PHI Learning Pvt.Ltd.,2011

5. V. Krishnaveni & A. Rajeshwari, `Signals & Systems’,Wiley – India, 2012.



	U13CST401
	DESIGN AND ANALYSIS OF ALGORITHMS
                                                     (Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To introduce basic concepts of algorithms.

· To introduce mathematical aspects and analysis of algorithms.

· To introduce various algorithm design methods.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the fundamentals of analysis of algorithm [K2]

· Explain mathematical analysis for recursive and non-recursive Algorithms [K3]

· Identify various algorithms design techniques suitable for different types of problem[K3]

· Develop algorithms for real life problems using different design techniques[K3]

· Analyze algorithms and estimate their best-case, worst-case and average-case behavior [K4]


	Course Content

	INTRODUCTION


	8 Hours

	Notion of Algorithm - Fundamentals of Algorithmic Problem Solving - Important Problem Types – Fundamentals of the Analysis of Algorithm Efficiency: Analysis Framework - Asymptotic Notations and Basic Efficiency Classes.

	ALGORITHM ANALYSIS


	9 Hours

	Mathematical Analysis of Non-recursive Algorithms - Mathematical Analysis of Recursive Algorithms - Fibonacci Numbers- Empirical Analysis of Algorithms - Algorithm Visualization.  

	ALGORITHM DESIGN METHODS 

	10 Hours

	Brute Force Method: Selection Sort and Bubble Sort - Sequential Search and Brute-Force string matching-closest pair problem-Exhaustive search.

Divide and Conquer Method: Merge Sort - Multiplication of large integers-Strassen’s Matrix Multiplication- closest pair problem and Convex Hull Problem

Decrease and Conquer Method: Josephus Problem.

Transform and Conquer Method: Presorting 



	ALGORITHM DESIGN METHODS

	10 Hours

	Dynamic Programming: Warshall’s and Floyd’s Algorithm - Optimal Binary Search Trees- 0/1 knapsack using dynamic programming – Travelling salesperson problem

Greedy Technique: General Method – Knapsack problem – Job sequencing with deadlines -Optimal storage on tapes –Huffman trees.

	ALGORITHM DESIGN METHODS

	8 Hours

	Backtracking: N-Queen’s Problem - Hamiltonian Circuit Problem - Subset-Sum Problem.-Graph colouring.
  



Branch and Bound: Assignment Problem - Knapsack Problem - Traveling Salesman Problem.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours: 45 

	

	REFERENCES

	1. Anany Levitin, “Introduction to the Design and Analysis of Algorithms”, Third Edition, Pearson Education Asia, 2008. 

2. Ellis Horowitz, Sartaj Sahni and Sanguthevar Rajasekaran, Fundamentals of Computer Algorithms, Second Edition, Universities Press, Hyderabad, 2008.
3. Thomas H Cormen, Charles E Leiserson, Ronald L Rivest and Clifford Stein, Introduction to Algorithms, Second Edition, Prentice Hall of India,New Delhi, 2007

4. Sara Baase and Allen Van Gelder, “Computer Algorithms - Introduction to Design and Analysis”, Pearson Education Asia, 2003.

5. A.V.Aho, J.E. Hopcroft and J.D.Ullman, “The Design and Analysis of Computer Algorithms”,Pearson Education Asia, 2003.




	U13CST402
	SOFTWARE ENGINEERING                 (Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To get an overview of role of Software in Computer-based systems and its characteristics.

· To understand the software development process and how they are organized into life cycle models.

· To understand the different types of maintenance activities needed to keep the software satisfying client needs over its life time.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Develop knowledge in computer science and engineering principles to design, develop, and verify software system. [K3]

· Translate end-user requirements into system requirements. [K2] 

· Outline the difference between critical and non-critical systems. [K2]

· Apply software project planning and management. [K3]
· Compare various software development life cycle models. [K2]


	Course Content

	INTRODUCTION TO SOFTWARE ENGINEERING
	9 Hours

	Expanding roles for computers, the place of Software, Software Engineering Discipline, Computer Based Systems, Increasing size and scope of software, Generic vs. Custom-made software products-distinctive characteristics of software products. Software Development Models: Life cycle, Development process, Life cycle models-Linear Sequential, Evolutionary, Unified models, Agile development approach.

	REQUIREMENTS ENGINEERING
	9 Hours

	Classification of Requirements-System Requirements and Software Requirements, Functional and Non-Functional requirements, Priority Categories of Requirements. Requirement Engineering Tasks - Elicitation, Analysis, Specification, Validation and Management.

System Models: Domain Analysis and Modeling, Data Models, Functional Models-structured Analysis Model, Object Oriented Models- Class, State, Use Case Models, Sequence and activity diagrams, Relationship among the Object Oriented Models, Building Object Oriented Analysis Models



	SOFTWARE DESIGN AND IMPLEMENTATION
	9 Hours

	Architectural Design-Decomposition strategy, Partitions and Layers, Structured System Design-Use of Heuristics for  Design Refinements, Object-Oriented Design-Handling Concurrency, Management of Global Resources

Detailed Design, User Interface Design-Human Factors, Evolution in HCI styles, HCI Design Issues, User Interface Standards and Guidelines, Evolution of User Interface Design through Prototypes. Reusable Components, Patterns, Frame works, Coding – Choice of Programming Language, Coding Standards

	SOFTWARE TESTING
	9 Hours

	Conventional Testing and SDLC Testing, Organization for Testing, Non-Execution-Based Testing-Formal Technical Reviews, Walkthroughs, Inspections, Use of Static Analyzers. Execution-Based Testing- Black-Box vs. Glass-Box Testing, Testing during Code Integration, Product Testing System Testing, Testing Distributed Implementation, Testing of Real-Time systems, Acceptance Testing. Software Quality Management: Quality Dimensions, Process Quality and Product Quality, Quality Assurance Planning, Quality Measurements, Software Configuration Management-Version management, Software Process Improvement-Capability Maturity Model, Other SPI models.

	SOFTWARE PROJECT MANAGEMENT
	9 Hours

	Software Projects, Project Feasibility Study, Project Planning, Project Organization, Estimation of Project Effort-Measuring Software Attributes and Productivity, COCOMO for Effort Estimation. Risk Management-Risk Identification, Risk Monitoring and Mitigation. Project Scheduling, Project Monitoring and Control-Assessment of Project Progress, Measurement during Software Projects.

Software Maintenance: Planning for Maintenance, maintenance Activities, Reengineering.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	


	REFERENCES

	1. S. Thangasamy, “Essentials of Software Engineering”, WileyIndia, First Edition, 2012.

2. R.S. Pressman, ‘Software Engineering – A Practitioner’s Approach’, Seventh edition, McGraw Hill International Edition, 2010.

3. Stephen Schach, ‘Software Engineering’, Seventh edition, TMH, New Delhi, 2007.

4. Pankaj Jalote, ‘An Integrated Approach to Software Engineering’, Third edition, Narosa Publishing House, 2005.

5. M. Blaha and J. Rumbaugh, ‘Object Oriented Modeling and Design with UML’, Second edition, Prentice-Hall India, 2006.

6. I Sommerville, ‘Software Engineering’, Eighth edition, Pearson Education, 2009.



	U13CST403
	              MICROPROCESSORS      

     (Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	Course Objectives

	· To study the architecture and instruction set of 8085.

· To develop assembly language programs in 8085.

· To study different peripheral devices and their interfacing to 8085.

· To study the architecture and instruction set of ARM processor and develop assembly language programs.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Identify the basic functions and explain the instruction set of 8085 microprocessor. [K3]

· Make use of the instruction set of 8085 microprocessor and write assembly code to solve basic problems. [K3]

· Illustrate functions of various general purpose interfacing devices. [K2]

·  Explain the architecture and instruction set of ARM processor. [K2]

· Compare the architecture and instruction set of ARM processor with 8085 microprocessor. [K2]



	Course Content

	THE 8085 MICROPROCESSOR

	9+3 Hours

	Introduction to 8085 - Microprocessor architecture and its operations –8085 MPU - Example of a 8085 based Microcomputer - Instruction set- Addressing modes- Timing diagram of 8085 (Opcode fetch, Memory Read/Write, I/O Read/Write).

	PROGRAMMING THE 8085
	9+3 Hours

	Programming techniques –Counters – Time Delays – Stack and Subroutines – Code conversion – BCD Arithmetic - Interrupts- Memory mapped I/O and I/O mapped I/O for 8085. 

	GENERAL PURPOSE INTERFACING DEVICES

	8+3 Hours

	8255A Programmable Peripheral Interface - IC 8251A Serial Communication Interface – 8253 Programmable Interval Timer IC - IC 8279 Programmable Keyboard /Display Interface – 8259A Programmable Interrupt Controller.

	ARM ARCHITECTURE

	9+3 Hours

	Acorn RISC Machine – Architecture Inheritance – ARM Programming Model- ARM Development Tools – 3 and 5 Stage Pipeline ARM Organization - ARM Instruction Execution and Implementation – ARM Co-Processor Interface.


	ARM ASEEMBLY LANGUAGE PROGRAMMING


	10+3 Hours

	ARM Instruction Types – Data Transfer, Data Processing and Control Flow Instructions - ARM Instruction Set – Co-Processor Instructions.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Ramesh S.Gaonkar, “Microprocessor - Architecture, Programming and Applications with the 8085”, Penram International Publishing Private Limited, Sixth Edition, 2013. 

2. Steve Furber, “ARM System on Chip Architecture” Addison- Wesley Professional Second Edition. 

3. Douglas V.Hall, “Microprocessors and Interfacing: Programming and Hardware”, TMH, Third edition.

4. Krishna Kant, “Microprocessors and Microcontrollers: Architecture, Programming and System Design 8085, 8086, 8051, 8096, Prentice Hall of India Pvt. Ltd., 2012.

5. Andrew N.Sloss, Dominic Symes and Chris Wright “ ARM System Developer’s Guide : Designing and Optimizing  System Software” , First edition, Morgan Kaufmann Publishers, 2004.




	U13CST404
	DATABASE MANAGEMENT SYSTEMS   (Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	0
	2
	4

	Course Objectives

	· To learn the fundamentals of data models and to conceptualize and depict a database system.  

· To study SQL commands and relational database design.

· To understand the internal storage structures and indexing techniques.

· To know the fundamental concepts of transaction processing and concurrent transaction processing.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Define the fundamental elements of a database management system. [K1]
· Explain the basic concepts of relational data model, entity-relationship model, relational database design, relational algebra and database language SQL. [K2]

· Explain the basic concepts of query processing, transaction management, storage and file structures. [K2]
· Take part in database design and implementation.[K4]

· Construct a database for a given problem. [K3]

	Course Content

	DATABASE SYSTEM ARCHITECTURE
	10+3 Hours

	Purpose of Database Systems-Views of Data- Database Languages-Data Storage and Querying-Transaction Management-Database Architecture-Database Users and Administrators

Relational Databases: Structure of Relational Databases-Database Schema-Keys-Schema Diagram

Formal Relational Query Languages: Relational Algebra –Tuple and Domain Relational Calculus.



	DATABASE DESIGN AND E-R MODEL
	10+3 HOURS

	Overview-Entity Relationship Model-Constraints-Removing Redundant Attributes in Entity Sets-E-R Diagrams

Introduction to SQL: Overview of SQL Query Languages-SQL Data Definition-Basic Structure Of SQL Queries- Additional Basic Operations-Set Operations-Aggregate Functions-Nested Sub Queries-Join Expressions-Views-Transactions-Integrity Constraints-SQL Data Types and Schemes-Authorization.

Advanced SQL: Accessing SQL from a Programming Languages-Functions and Procedures-Triggers,


	RELATIONAL DATABASE DESIGN
	8+3 Hours

	 Features of Good Relational Database Design –Informal Guide Lines For Relational Schemas- Decomposition Using Functional Dependencies-Functional Dependency Theory-First, Second, Third and Boyce Code Normal Forms

Data Storage: Overview of Physical Storage Media-RAID-File Organization-Organization of Records in Files-Data Dictionary Storage.




	DATA INDEXING AND HASHING
	8+3 Hours

	Basic Concepts-Ordered Indices-B+ Tree Index Files-Multiple Key Access-Static and Dynamic Hashing.

Query Processing: Overview-Measures of Query Cost-Selection, Sorting and Join Operations-Other Operations-Evaluations of Expressions.









	TRANSACTION MANAGEMENT
	9+3 HOURS

	Transaction Concept-Transaction Model-Transaction Atomicity, Durability and Isolation-Serializability 

Concurrency Control: Lock Based Protocols-Time Stamped Based Protocols-Deadlock Handling

Recovery System: Failure Classification-Storage-Log Based Recovery-Shadow Paging

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	


	REFERENCES

1. Abraham Silberschatz, Henry Korth, and S. Sudarshan, Database System Concepts, Sixth edition, McGraw-Hill.2011.

2. R. Elmasri and S. Navathe, Fundamentals of Database Systems,Sixth Edition, Pearson Education,2011

3. Thomas M. Connolly and Carolyn E. Begg, “Database Systems - A Practical Approach to Design, Implementation, and Management”, fifth edition, Pearson Education, 2010.

4. C.J.Date, A.Kannan and S.Swamynathan,”An Introduction to Database Systems”, Eighth Edition, Pearson Education, 2006.




	U13CST405
	THEORY OF COMPUTATION
      (Common to CSE and IT)
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	Course Objectives

	· To demonstrate the ability to identify problems in various domains and provide solutions. 

· To identify which are the problems are unsolvable.

· To measure the complexity of a problem.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain automata theory as the basis of all computer science languages design. [K2]

· Identify different types of grammars. [K3]

· Build grammars for a given language and vice versa. [K3]

· Develop Finite Automata, Push Down Automata and Turing machines. [K3]

· Classify decidable and undecidable problems, solvable and unsolvable problems. [K2]



	Course Content

	AUTOMATA

	8+3 Hours

	Basic Machines Finite Automata (FA) - Deterministic Finite Automata (DFA) - Non-deterministic Finite Automata (NFA) - Finite Automata with Epsilon transitions.

	REGULAR EXPRESSIONS AND LANGUAGES         

	9+3 Hours

	Finite State Automata and Regular Expressions – Converting regular expression to Finite Automata – Subset construction – Epsilon Closure – NFA to DFA - Applications of finite automata - Proving languages not to be regular -Equivalence and minimization of Automata -Decision algorithms.                                            

	CONTEXT-FREE GRAMMAR AND LANGUAGES

	10+3 Hours

	Context-Free Grammar (CFG) - Parse Trees - Ambiguity in grammars and languages - Definition of the Pushdown automata - Languages of a Pushdown Automata - Equivalence of Pushdown automata and CFG, Deterministic Pushdown Automata. Properties of context free languages - Normal forms for CFG – Chomsky Normal Form(CNF) – Greibach Normal Form(GNF)- Pumping Lemma for CFL - Closure Properties of CFL                                                                  



	TURING MACHINES

	9+3 Hours

	Definitions of Turing machines – Models – Computable languages and functions –Techniques for Turing machine construction – Multi head and Multi tape Turing Machines - The Halting problem – Partial Solvability – Problems about Turing machine- Chomsky hierarchy of languages.

	UNSOLVABLE PROBLEMS AND COMPUTABLE FUNCTIONS
	9+3 Hours

	Unsolvable Problems and Computable Functions –     Primitive recursive functions – Recursive and recursively enumerable languages – Universal Turing machine           

Measuring and classifying complexity: Tractable and Intractable problems- Tractable and possibly intractable problems- P and NP completeness - Polynomial time reductions    

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. John C.Martin, “Introduction to Languages and the Theory of Computation”, Third Edition, Tata McGraw Hill, 2003.

2. J.E.Hopcroft, R.Motwani and J.D Ullman, “Introduction to Automata Theory, Languages and Computations”, Second Edition, Pearson Education, 2003.

3. H.R.Lewis and C.H.Papadimitriou, “Elements of The theory of Computation”, Second Edition, Pearson Education/PHI, 2003

4. Micheal Sipser, “Introduction of the Theory and Computation”, Thomson Brokecole, 1997.

5. Kavi Mahesh, “Theory of Computation, A Problem-solving Approach” Wiley India Pvt, Ltd, 2012.




	U13CSP401


	ALGORITHMS LABORATORY
                         
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To analyze the time complexity of programs.

· To develop programs using various algorithm design methods.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Implement recursive and non recursive algorithms for known problems[S]

· Implement different sorting algorithms and compare their efficiencies [S]

· Implement searching algorithms for Known problems [S]

· Solve problems represented using graphs[S]

· Demonstrate various algorithm design techniques for known  problems[S]


	Course Content

	List of Experiments

1. Implementation of simple recursive algorithms and compare it with non-recursive version of the same. 

2. Algorithms using brute force design technique.

3. Implement Merge sort and Quick sort and compare their performance.

4. Implementation of Josephus problem.

5. Implementation of Huffman code algorithm

6. Implementation of Floyd’s  algorithm 

7. Implementation of 8-Queens problem

8. Implementation of sum of subset problem

9. Implementation of graph coloring.

10. Implement traveling salesperson problem using branch and bound and dynamic programming techniques and compare.


	


	U13CSP402
	MICROPROCESSORS LABORATORY
   (Common to CSE and IT)

	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To understand the use of the 8085 trainer kit to execute programs for 8085. 

· To develop assembly language programs in 8085 and ARM.

· To develop programs using interfacing devices with 8085.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Make use of assemble language program for code conversions. [S]

· Develop assembly language programs to solve simple problems. [S]

· Analyze and improve programs in assembly language. [S]

· Find suitable control words for interfacing devices with microprocessor. [S]

· Develop simple mini project. [S]

	Course Content

	List of Experiments using 8085 and ARM

1. Programs using loops.

2. Programs using counting. 

3. Arranging the set of numbers in ascending order.

4. Code conversion - Binary to Hexadecimal and Hexadecimal to Binary.

5. Traffic Light Interface

6. Key board interfacing.

7. Stepper Motor Controller.

8. Mini project


	


	U13CSP403
   
	OPERATING SYSTEMS LABORATORY            (Common to CSE and IT)

	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To understand main components of OS and their working. 
· To learn shell programming and OS commands
· To simulate the operations performed by operating System as a resource manager.
· To study a mobile operating system concepts

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate Linux commands execution.[S]

· Implement various commands using shell programming.[S]

· Implement various CPU Scheduling algorithms. [S]

· Solve problems in disk scheduling. [S]

· Solve problems in memory management. [S]

	Course Content

	List of Experiments 
1. Working with UNIX commands 

2. Shell script programs.

3. Simulate the following CPU scheduling algorithms

a) FCFS b) Non-Preemptive SJF c) Round Robin

4. Parent-Child simulation program.

5. Simulate Bankers Algorithm for Dead Lock Avoidance

6. Simulation of First bit, Best fit, Worst fit memory allocation methods

7. Simulate Paging Technique 

8. Simulation of First in First out and Least Recently Used page replacement algorithms

9. Simulate indexed file allocation strategy

10. Simulate Disk scheduling algorithms

              a) FCFS   b) SSTF   

11. Study of Symbian OS


	


	U13GHP401
	HUMAN EXCELLENCE: PROFESSIONAL VALUES
                                                        (Common to all branches of Engineering and Technology)
	L
	T
	P
	C

	
	
	1
	0
	1
	1

	Course Objectives

	· To know the 5 Cs (Clarity, courage, confidence, commitment, compassion)

· To Know the 5 Es(Energy, Enthusiasm, Efficiency, Enterprise, Excellence)

· To Practice the IQ Questions and given to the result

· To Learn about Professional Ethics

· To know the examples for Self Control


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Aquire knowledge on the Clarity, courage, confidence, commitment, compassion for a good Professionalize 

· Demonstrate Skills of IQ test 

· Contribute to the better Management of Time 

· Behave a good Professionalism from Quality Enhancement 

	Course Content

	PERSONALITY CONCEPTS - 5C’S & 5E’S


	5 Hours

	Personality-concepts,definition,-types of personality-personality development  activities- how to develop a good personalityfactors affecting personality development tools of improve personality-steps to a dynamic personality-5 C’s and  5 E’s

	TIME MANAGEMENT

	5 Hours

	Self developmant – importance of self development – how to develop oneself – continuous learning – laser focus +persistence – working  a plan – sound mind follows sound body – complete responsibility – practice – those who make it,made it – never giveup – meditation – ten commandments of self development – self control technique for teenagers.

	LEADERSHIP TRAITS 

	5 Hours

	Leadership traits – style – factors of leadership – principles of leadership - time management – importance of time management – benefits – top five time sucks of the average Human – time management for college students. Passion for excellence – what is passion? – why passion? – value of life – index of life – fuel for fulfillment – secret of physical & spiritual fitness – improves learning ability.

	EMPOWERMENT OF MIND
	5 Hours

	IQ, -  Factors affecting the intelligence quotient – IQ and the brain – sex – race – age – relationship between IQ & intelligence – how to develop good intelligence quotient power – exercise can improve IQ – food plan to increase IQ – meditation – reading – playing – try right with opposite hands – learn new things  - the IQ tests. EQ – emotional Intellengece – list positive & negative emotions. SQ – spiritual quotients – definition – basic science of spiritual quotient – how to build SQ? – Relationship between IQ, EQ, SQ.

	MEDITATION

	3  Hours

	Panchendhriya meditation – Introduction – practice – benefits. 

SIMPLIFIED PHYSICAL EXERCISE& YOGASANAS
                          7 Hours
Asanas – revision of previous asanas–standing asanas: natarasana –virabhadrasana – pathangusthasana– ardhachandrasana–utthithatrikonasana–parsvakonasana. 


	

	Theory:30Hr                                   Tutorial: 0 Hr                                Total Hours:30 

	

	REFERENCES

	1. Personality & Self Development –ICFAI University 

2. Leadership-Dr.A  Chandra Mohan

3. Intelligence-Swami Vivekananda

4. Ways to make every second valuable- Robert W. Bly
5. Manavalkkalai Part-II-Vethathiri Maharishi

6. Professional Ethics& Human Values-D.R Kiran&S.Bhaskar

7. Extraordinary performance from ordinary people- Keith Ward& Cliff Bowman,
8. Mind-Vethathiri  Maharishi.

9. Manavalkkalai Part-I-Vethathiri Maharishi,

10. Self Cotrol-Russell Kelfer



SEMESTER V
	U13MAT506
	PROBABILITY AND QUEUEING THEORY
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	Course Objectives

	· To define the probability for prior and posterior events.

· To construct he Random variables in the form of univariate and Bivariate.

· To classify the Random Processes and to construct the Markov chain.

· To select the queuing models


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Analyze random or unpredictable experiments and investigate important features of random experiments

· Construct probabilistic models for observed phenomena through distributions which play an important role in many engineering applications

· Associate random variables by designing joint distributions and correlate the random variables.

· Describe the random signals in terms of its average properties such as the average power in the random signal using random processes.

· Construct Markov chain in which the future depends only upon the present are common among electrical engineering models.

· Choose a class of models in which customers arrive in some random manner at a service facility.


	Course Content

	PROBABILITY
	  9 + 3 Hours

	Probability – Axioms of Probability – Addition  Theorem – Conditional Probability - Multiplication Theorem – Posterior Probability – Baye’s Theorem\

	RANDOM VARIABLES          
	9 + 3 Hours

	Discrete and continuous random variables – Moments – Moment generating functions and their properties – Binomial – Poisson –Normal distributions. Joint distributions – Marginal and conditional distributions – Correlation and regression 



	MARKOV PROCESSES AND MARKOV CHAINS 


	9 + 3 Hours

	Classification – Stationary process – Markov process – Markov chains – Transition probabilities – Limiting distributions – Poisson process.
                                                                               

	QUEUEING THEORY                                                                                                         
	9 + 3 Hours


	Markovian models – Birth and death queuing models – Steady state results – Single and Multiple server Queuing models – Queues with finite waiting rooms – Finite source models – Little’s formula. (Derivations excluded)

	NON–MARKOVIAN QUEUES AND QUEUE NETWORKS 




	9 + 3 Hours


	M/G/1 queue – Pollaczek – Khintchine formula – Series queues – Open and closed Networks.


	

	Theory:45Hr                                     Tutorial: 15 Hr                                 Total Hours:45

	

	REFERENCES

	1. O.C. Ibe, “Fundamentals of Applied Probability and Random Processes”, Elsevier, 1st Indian Reprint, 2007. 

2. D. Gross and C.M. Harris, “Fundamentals of Queueing Theory”, Wiley Student edition, 2004.

3. A.O. Allen, “Probability, Statistics and Queueing Theory with Computer Applications”, Elsevier, 2nd edition, 2005.

4. H.A. Taha, “Operations Research”, Pearson Education, Asia, 8th edition, 2007.

5. K.S. Trivedi, “Probability and Statistics with Reliability, Queueing and Computer Science Applications”, John Wiley and Sons, 2nd edition, 2002.


	U13CST501
	PRINCIPLES OF COMPILER DESIGN
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	Course Objectives

	· To design and implement a simple compiler

· To understand, design and implement parsers, code generation schemes

· To understand optimization of codes and runtime environment



	Course Outcomes


	After successful completion of this course, the students should be able to


	· Explain various phases of a compiler. [K2]

· Construct DFA from a given regular expression [K3]

· Apply Top-down and Bottom-up parsing Techniques [K3]

· Translate given input to intermediate code [K3]

· Identify various types of optimizations on intermediate code and generate assembly code. [K4]



	Course Content

	INTRODUCTION AND LEXICAL ANALYSIS
	9 + 3 Hours


	Language Processors – The Structure of a Compiler – Applications of Compiler Technology – Programming Language Basics - Lexical Analysis – The Role of the Lexical Analyzer – Input Buffering – Specification of Tokens – Recognition of Tokens – The Lexical-Analyzer Generator - LEX– Finite Automata – From Regular Expression to Automata – Design of a Lexical-Analyzer Generator – Optimization of DFA-Based Pattern Matchers.


	SYNTAX ANALYSIS








	9 + 3 Hours

	Introduction – Context-Free Grammars – Writing a Grammar – Top-Down Parsing – Recursive-Descent Parsing and Predictive Parsers - Bottom-up Parsing – Shift-Reduce Parsing and Operator Precedence Parsing - Introduction to LR Parsing: Simple LR – More Powerful LR Parsers – Canonical LR and LALR Parsers.


	INTERMEDIATE CODE GENERATION


   




     
	9 + 3 Hours

	Variants of Syntax Trees – Three-Address Code – Types and Declarations – Translation of Expressions – Type Checking – Control Flow – Backpatching – Switch-Statements – Intermediate Code for Procedures.

	CODE GENERATION









     
	9 + 3 Hours

	Issues in the Design of a Code Generator – The Target Language – Addresses in the Target Code – Basic Blocks and Flow Graphs – Optimization of Basic Blocks – A Simple Code Generator – Peephole Optimization.


	CODE OPTIMIZATION AND RUN-TIME ENVIRONMENT






	9 + 3 Hours

	The Principal Sources of Optimization – Introduction of Data-Flow Analysis – Loops in Flow Graphs - Run-Time Environments – Storage Organization – Stack Allocation of Space – Heap Management.

	

	Theory:45Hr                                     Tutorial: 15 Hr                                 Total Hours:45 

	

	REFERENCES

	1. Alfred V. Aho, Monica S. Lam, Ravi Sethi and Jeffrey D. Ullman, “Compilers Principles, Techniques and Tools”, Second edition, Pearson Education, 2007.

2. Allen I. Holub, “Compiler Design in C”, Prentice Hall of India, 2003.

3. C.N. Fischer and R.J. LeBlanc, “Crafting a Compiler with C”, Benjamin Cummings, 2003.

4. J.P. Bennet, “Introduction to Compiler Techniques”, Second edition, Tata McGraw-Hill, 2003.

5. Henk Alblas and Albert Nymeyer, “Practice and Principles of Compiler Building with C”, PHI, 2001.

6. Kenneth C.Louden, “Compiler Construction: Principles and Practice”, Thompson Learning, 2003.


	U13CST502
	COMPUTER NETWORKS
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives


	· To understand the layering concepts in computer networks

· To understand the functions of each layer

· To have knowledge in different applications that use computer networks



	Course Outcomes


	After successful completion of this course, the students should be able to


	· Explain data communication system, components and the purpose of layered architecture. [K2] 

· Explain the functionality of each layer of OSI and TCP/IP reference model. [K2]

· Explain the data link layer and network layer protocols. [K2]

· Summarize the functions of transport layer protocols. [K2]

· Summarize application layer protocols. [K2]



	Course Content

	DATA COMMUNICATIONS









	6 Hours

	Data Communication- Networks-The OSI Model- Layers in the OSI Model – TCP/IP Protocol Suite – Addressing – Transmission Media


	DATA LINK LAYER









	10 Hours


	Link and Medium Access protocols – Framing – Error Detection – Reliable Transmission – IEEE  802 Standards – Ethernet – Token Rings – Wireless LANs.



	NETWORK LAYER








     
	10 Hours


	Circuit Switching – Packet Switching – Switching and Forwarding – Bridges and LAN Switches – Cell Switching – Internetworking – Routing Techniques: Distance vector (RIP) – Link state (OSPF) – Subnetting – CIDR- BGP - IPv6.



	TRANSPORT LAYER









	10 Hours


	UDP – TCP – Congestion Control and Resource Allocation –TCP Congestion Control – Congestion Avoidance Mechanisms – Quality of Service- Integrated Services – Differentiated Services.



	APPLICATION LAYER









	10 Hours


	Domain Name System – Electronic Mail – File Transfer- WWW and HTTP-Network Management System – Simple Network Management Protocol.


	

	Theory:45Hr                                     Tutorial: 0 Hr                                       Total Hours:45

	

	REFERENCES

	1. William Stallings, “Data and Computer Communications”, Eighth Edition, Pearson Education, 2011.

2. Larry L. Peterson, Bruce S. Davie, “Computer Networks: A Systems Approach”, Fifth Edition, Morgan Kaufmann Publishers Inc., 2011.

3. James F. Kurose, Keith W. Ross, “Computer Networking, A Top-Down Approach Featuring the Internet”, Third Edition, Pearson Education, 2006.

4. Nader F. Mir, “Computer and Communication Networks”, First Edition, Pearson Education, 2007.

5. Ying-Dar Lin, Ren-Hung Hwang and Fred Baker, Computer Networks: An Open Source Approach “, McGraw Hill Publisher, 2011.

6. Behrouz A. Forouzan, “Data communication and Networking”, Tata McGraw-Hill, 2004.


`

	U13CST503
	JAVA PROGRAMMING
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives


	· To learn the Java programming language fundamentals

· To learn object oriented programming concepts

· To learn the essentials of the Java class library  

 

	Course Outcomes


	After successful completion of this course, the students should be able to


	· Identify the swing components needed for developing a application/programs. [K1].

· Explain the concepts of exception handling, life cycle of thread, Applet class to develop an application or program [K2].

· Build applications that include GUIs and event driven programming [K3].

· Build applications using various types of Inheritance and Interfaces [K3].

· Integrate Servlets, JSPs with EJB and Databases in J2EE application. [K4].



	Course Content

	INTRODUCTION TO JAVA  
	  9 Hours

	The History and Evolution of Java - An Overview of Java-Data Types, Variables, and Arrays - Operators-Control Statements - Introducing Classes - A Closer Look at Methods and Classes.


	OBJECT ORIENTED CONCEPTS, INTERFACES AND PACKAGES


	 9 Hours


	Inheritance - Packages and Interfaces - Exception Handling - Multithreaded Programming - Enumerations, Autoboxing, and Annotations (Metadata) - I/O, Applets - Generics.


	UTILITY & I/O PACKAGES 









	 9 Hours


	String Handling - Exploring java.lang-java.util - The Collections Framework- java.util - More Utility Classes - Input/Output:Exploring java.io  - Exploring NIO - Networking.

	GUI












	9 Hours


	The Applet Class - Event Handling-Introducing the AWT: Working with Windows, Graphics, and Text-Using AWT Controls, Layout Managers, and Menus- Images.


	J2EE INTRODUCTION  










	9 Hours


	The Concurrency Utilities - Regular Expressions and Other Packages - Java Beans - Introducing Swing - Exploring Swing – Servlets - Financial Applets and Servlets - Creating a Download Manager in Java.


	

	Theory:45Hr                                     Tutorial: 0 Hr                                          Total Hours:45 

	

	REFERENCES

	1. Herbert Schildt, “Java the Complete Reference”, Eighth edition Tata Mc Graw Hills, 2011.

2. E.Balaguruswamy,“Programming with Java”, Second Edition, TMH, 2009.




	U13ECT511
	DIGITAL SIGNAL PROCESSING
	L
	T
	P
	C

	
	
	3
	1
	0
	4

	COURSE OBJECTIVES
· Understand and analyze the characteristics of discrete signals and systems
· Apply mathematical tools for signal / system analysis
· Design digital filters. 

· Learn the architecture and features of P-DSPs

	

	Course Outcomes

After the successful completion of the course, the student would be able to

	1. Understand the characteristics of discrete-time signals and discrete systems (K1)

	2. Analyze signal / system properties using mathematical tools (K2)

	3. Apply and develop algorithms for digital systems (K3)

	4. Illustrate efficient computation of DFT (K3)

	5. Discuss advanced features and architecture of generic P-DSP (K2) 

	Course Content


	DISCRETE TIME SIGNALS AND SYSTEMS
	 12Hours

	Representation of a CT signal by samples – Sampling theorem – Reconstruction of a signal from its samples – Aliasing – DT Signals – Impulse, Step, Pulse, Sine, Exponential – Properties of DT signals - Transformation of independent variable – Shifting, scaling, folding -  Discrete Time LTI systems – Properties – Impulse response – Convolution sum – Properties of Convolution

	Z-TRANSFORM AND SYSTEM ANALYSIS
	12Hours

	DTFT – Properties - Z transform – Forward Transform - Inverse Transform using Partial Fractions - Properties –  Pole-Zero plot – Difference Equations - Transfer function - Analysis of Discrete Time systems using DTFT and Z Transform.

	DISCRETE FOURIER TRANSFORM
	12Hours

	Introduction to DFT– Properties of DFT – Efficient computation of DFT – FFT algorithms – Introduction to Radix-n algorithms - Radix-2 FFT – Decimation-in-Time and Decimation–in-Frequency algorithms – Butterfly diagram.

	DESIGN OF DIGITAL FILTERS
	12Hours

	FIR filter design: Linear phase characteristics - Windowing Technique –Rectangular, Hamming, Hanning, Blackmann windows – IIR filter design:  Analog filter design - Butterworth and Chebyshev approximations – Impulse invariance and Bilinear transformations - FIR and IIR filter structures – Direct form I and II - cascade and parallel forms – Finite Precision effects.

	ADVANCED TOPICS AND PROGRAMMABLE DSP CHIPS  
	12Hours

	Concepts of multi-rate signal processing – Decimation and interpolation by integer factor – Sampling rate conversion –  Introduction  to  DSP  architecture -  Von  Neumann,  Harvard,  Modified Harvard architectures - MAC unit – Multiple ALUs Modified Bus structures and memory access schemes in P-DSP – Multiple access memory – Multi-ported memory – VLIW architecture - Pipelining – Special addressing modes.

	

	Theory: 45Hrs                                     Tutorial:  15Hr                                         Total Hours:  60 Hrs                                                                                             

	

	References:

1. Mrinal Mandel and Amir Asif, “Continuous and Discrete Time Signals and Systems”, Cambridge International Student Edition, Cambridge University Press, 2007.
2. John G.Proakis and Dimitris G.Manolakis, “Digital Signal Processing, Principles, Algorithms and Applications”, PHI, Third Edition. 2000.
3. B. Venkataramani, M. Bhaskar, “Digital Signal Processors, Architecture, Programming and Applications”, Tata McGraw Hill, New Delhi, 2003. (Unit V)
4. Johny R.Johnson, “Introduction to Digital Signal Processing”, PHI, 2009.
5. Won Y. Yang et. Al., “Signals and Systems with MATLAB”, Springer International Edition, 2009
6. Steven W. Smith, “The Scientists and Engineer’s Guide to Digital Signal Processing”, California Technical Publishing, 1997.
7. James H. McClellan, Ronald W. Schafer, Mark A. Yoder, “Signal Processing First”, Second Edition.


	
	

	

	
	

	

	
	

	

	
	

	

	
	

	

	

	

	

	U13CSP501

SOFTWARE ENGINEERING LABORATORY
L

T

P

C

0
0
3
 1
Course Objectives
· To learn and practice practical software development methods and tools in the context of developing a software system with other students in collaboration

Course Outcomes
After successful completion of this course, the students should be able to
· Analyze the problem and do project planning.[S]

· Identify project scope, objectives, and infrastructure. [S]

· Define software requirement analysis and describe the individual phases / modules of the project, identify deliverables. [S]

· Demonstrate data modeling. [S]

· Define test plan, perform validation testing, coverage analysis. [S]
Course Content

SOFTWARE PROJECT DEVELOPMENT
Develop a software using CASE Tools like Rational Software. The problem selected should consist of at least 10 Use cases.
1. Problem Analysis and Project Planning
Thorough study of the problem – Identification of project scope, objectives and preparation of S.R.S. (in IEEE format)
2.   Software Requirement Analysis
Describe the individual phases / modules of the project, identify deliverables. Prepare test plan and test cases.
3. Modelling
Use relevant work products like data dictionary, use case diagram, sequence diagram, activity diagram, class diagram etc.
4. Coding (using appropriate language)
5. Software Testing
Perform verification & validation at each stage and generate appropriate reports.
Develop the following using Software Engineering Methodology
1. College Information System

2. Super Market Automation System

3. Restaurant Automation System

4. Judiciary Information System

5. Student Academic Record Management System

6. Medicine Shop Automation 

7. Automobile Parts Shop Automation 

8. Quiz System

9. ATM Systems

10. Development of Computer Games

11. Railway Ticket Reservation System

12. Payroll Processing System

13. Inventory System

14. Library Management System

15. Book Shop Automation System 

16. Text Editor


	

	


	U13CSP502
	JAVA PROGRAMMING LABORATORY
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To gain practical knowledge in java

· To develop real time applications in java


	Course Outcomes


	After successful completion of this course, the students should be able to


	· Identify classes, objects, members of a class and the relationships among them for a specific problem [S].
· Develop programs using appropriate packages for Inter –thread Communication and Synchronization [S].
· Develop GUI applications to handle events [S].
· Develop client server based applications [S]
· Design, develop, test and debug Java programs using object-oriented principles in conjunction with development tools including integrated development environments [S].

	Course Content


	LIST OF EXPERIMENTS

	1. Simple Programs in java using classes and methods

2. Program for Method Overloading and  Method Overriding

a) Use the concept of  Packages and Interfaces 

3. Program for User Defined Exception Handling

4. Program using inbuilt methods of String class.

5. Thread Creation

a) Using Thread Class and Runnable Interface

b) Inter Thread Communication

6. Program using Input streams and Output streams

7. Programs using JDBC for developing  real time applications( 2 experiments)

8. Event handling in Swing ( 2 experiments)

Usage of  at least four different components in swing  and different layouts


	U13CSP503
	DATABASE MANAGEMENT SYSTEMS LABORATORY

	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives


	· To give a foundation on the relational model of data 

· To use SQL and PL/SQL for data manipulation

· To give an introduction to systematic database design approaches. 

· To learn ODBC/JDBC concepts and its implementations


	Course Outcomes


	After successful completion of this course, the students should be able to


	· Construct Entity –Relationship diagrams into relational tables using normalization [S]

· Develop skills related populating and querying database [S]

· Perform programming using high level language [S]

· Design and build a database with GUI using 4GL [S]

· Develop team spirit and professional attitude towards the development of database applications. [A] 

	Course Content


	LIST OF EXPERIMENTS


	1. DDL and DML commands

2. Transaction control commands and aggregate functions

3. Join and Nested Queries 

4. Constraints and Views 

5. High level programming language extensions (Control structures, Procedures and Functions).

6. Cursors and Triggers

7. Database Design and implementation with any one front end tool (Mini Project) 

	SAMPLE LIST OF PROJECTS
1. Hospital management 

2. Railway ticket reservation 

3. Student Mark list processing

4. Employee pay roll processing

5. Inventory control


	U13GHP501
	HUMAN EXCELLENCE SOCIAL VALUES
	L
	T
	P
	C

	
	
	0
	0
	2
	1

	Course Objectives

	· To produce responsible citizens to family and society

· To uplift society by pure politics and need education

· To realize the value of unity, service

· To immunize the body

· To get divine peace through inward travel

	Course Outcomes


	After successful completion of this course, the students should be able to


	 

	Course Content


	1.  Evolution of man – Man in society.

2.  Duties and Responsibilities, Duty to self, family, society and the world.

3.  Disparity among human beings.

4.  Social welfare – Need for social welfare – Pure mind for pure society.

5.  Politics and society – Education and society-Case study and live examples.

6.  Impact of science in society - social development & society upliftments by science.

7.  Economics & society – role of economics in creating a modern society.

8.  Central message of Religions.

9.  Yogasanas-I

10.  Meditation-II [Thuriatheetham]



	U13CSTE11
	  ADVANCED COMPUTER ARCHITECTURE  
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives


	· To have an understanding of advanced operations of a digital computer.

· To study the concept of pipelining, memory and I/O devices.

· To learn about multicore and multiprocessor systems.



	Course Outcomes


	After successful completion of this course, the students should be able to


	· Explain the basics of pipelining and the influence of hazards on its performance. [K2]

· Discuss about instruction-level parallelism. [K3]

· Measure the performance of cache memories. [K5]

· Explain the operation shared memory multiprocessors. [K3]

· Develop a common framework for memory hierarchies. [K3]

	Course Content


	COMPUTER ABSTRACTION AND TECHNOLOGY




                         
	8 Hours

	Introduction- Performance- Power Wall- The Switch from Uniprocessors to Multiprocessors-Real Stuff: Manufacturing and Benchmarking the AMD Opteron X4- Fallacies and Pitfalls.

	PROCESSOR                    
                                                                                                               
	10 Hours

	Introduction- Logic Design Conventions- Building a Data Path-A Simple Implementation Scheme-An Overview of Pipelining- Pipelined Data Path and Control-Data Hazards: Forwarding versus Stalling- Control Hazards-Exceptions-Parallelism and Advanced Instruction-Level Parallelism.

	EXPLOITING MEMORY 

	11 Hours

	Introduction-The Basics of Caches-Measuring and Improving Cache Performance-Virtual Memory-A Common Framework for Memory Hierarchies-Virtual Machines-Using a Finite-State Machine to Control a Simple Cache- Parallelism and Memory Hierarchies: Cache Coherences.

	STORAGE AND I/O 

	7 Hours

	Introduction-Dependability, Reliability and Availability-Disk Storage-Flash Storage-Connecting Processors, Memory and I/O Devices- Interfacing I/O Devices to the Processor, Memory and Operating System- I/O Performance Measures: Examples from Disk and File Systems- Designing an I/O System- Parallelism and I/O: Redundant Arrays of Inexpensive Disks.

	MULTICORES, MULTIPROCESSORS AND CLUSTERS





 
	9 Hours

	Introduction- The Difficulty of Creating Parallel Processing Programs- Shared Memory Multiprocessors- Clusters and other Message-Passing Multiprocessors- Hardware Multithreading- SISD, MIMD, SIMD, SPMD and Vector- Introduction to Graphics Processing Units- Multiprocessor Network Topologies- Multiprocessor Benchmarks- Roofline: A Simple Performance Model.

	

	Theory:45Hr                                     Tutorial: 0 Hr                                          Total Hours:45

	

	REFERENCES

	1. David A. Patterson and John L. Hennessy, “Computer Organization and Design”, The Hardware/Software Interface.Revised 4th edition, Morgan Kaufmann, 2008.

2. Vincent P.Heuring and Harry F.Jordan, “Computer System Design and Architecture”,          Addison Wesley, 2nd edition, 2004.

3. John P.Hayes, “Computer Architecture and Organization”, 3rd edition, McGraw Hill, 1998.

4. Carl Hamacher, Zvonko Vranesic and Safwat Zaky, “Computer Organization”, 5th edition, McGraw-Hill, 2002.


	U13CSTE12
	KNOWLEDGE BASED DECISION SUPPORT SYSTEMS  
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives


	· Learn  about DSS concepts and BI

· Learn how to develop a good DSS using the latest methods


	Course Outcomes


	After successful completion of this course, the students should be able to


	· Define the modeling process and phases in decision making. [K1]

· Demonstrate awareness of Decision Support System Development.  [K2]

· Exhibit strong familiarity with data mining for BI. [K2]

· Develop knowledge of Collaborative Computer-Supported Technologies, Group Support and Management Support systems. [K3]

· Develop simple expert systems. [K4]

	Course Content


	DECISION SUPPORT SYSTEMS  AND BI  








	9 Hours

	Decision Support Systems and Business Intelligence – Decision Making, Systems, Modeling and Support.

	DSS TECHNOLOGIES










	9 Hours

	Decision Support Systems Concepts, Methodologies and Technologies – 
 Modeling and Analysis.

	DATA MINING FORM BI










	9 Hours

	Data Mining for Business Intelligence-Artificial Neural Networks for  Data Mining –Business Performance Management.

	COLLABORATIVE COMPUTER
	9 Hours

	Collaborative Computer-Supported Technologies and Group Support  Systems - Knowledge Management.

	ARTIFICIAL INTELLIGENCE AND MSS








	9 Hours

	Artificial Intelligence and Expert Systems-Management Support Systems: Emerging Trends and Impacts.

	

	Theory:45Hr                                     Tutorial: 0 Hr                                       Total Hours:45Hr

	

	REFERENCES

	1. Efraim Turban, Ramesh Sharda, Dursun Delen ,“Decision Support  and Business Intelligence Systems”, Ninth Edition, Pearson Education, 2011.

2. V.S.Janakiraman and K.Sarukesi, “Decision Support Systems”, Prentice Hall of India, 2004.
3. Efrem G Mallach ,”Decision Support Systems and Data Warehouse Systems ”, Mc Graw Hill, 2000.

4. George M Marakas ,”Decision Support Systems”, II edition, - Pearson/Prentice Hall, 2002.


	U13CSTE13
	BUILDING ENTERPRISE APPLICATIONS
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives


	· To understand the basic knowledge in enterprise application and the various 
      concepts involved in building them.

· To enable the students to develop web applications using Java and integrate them in  

      Web applications

· To connect web application with existing system, structure and debug efficiently
      these web applications.


	Course Outcomes


	After successful completion of this course, the students should be able to


	· Outline with concept of Enterprise Analysis and Business Modeling. [K2]

· Demonstrate requirements validation, planning and estimation. [K2]

· Explain the importance of application framework and designing other application
      components. [K2]

· Construct and develop different solution layers. [K3]

· Analyze different testing involved with enterprise application and the process of
      rolling out an enterprise application. [K4]

	Course Content

	INTRODUCTION TO BUILDING ENTERPRISE APPLICATION 






	      6 Hours

	Introduction to enterprise applications and their types, software engineering methodologies, life cycle of raising an enterprise application, introduction to skills required to build an enterprise application, key determinants of successful enterprise applications, and measuring the success of enterprise applications

	INCEPTING ENTERPRISE APPLICATIONS







	     8 Hours

	Inception of enterprise applications, enterprise analysis, business modelling, requirements elicitation, use case modelling, prototyping, non functional requirements, requirements validation, planning and estimation

	ARCHITECTING AND DESIGNING ENTERPRISE APPLICATIONS





	    12 Hours

	Concept of architecture, views and viewpoints, enterprise architecture, logical architecture, technical architecture- design, different technical layers, best practices, data architecture and design – relational, XML, and other structured data representations, Infrastructure architecture and design elements - Networking, Internetworking, and Communication Protocols, IT Hardware and Software, Middleware, Policies for Infrastructure Management, Deployment Strategy, Documentation of application architecture and design

	CONSTRUCTING ENTERPRISE APPLICATIONS






 
	11 Hours

	Construction readiness of enterprise applications - defining a construction plan, defining a package structure, setting up a configuration management plan, setting up a development environment, introduction to the concept of Software Construction Maps, construction of technical solutions layers, methodologies of code review, static code analysis, build and testing, dynamic code analysis – code profiling and code coverage

	TESTING  AND ROLLING OUT ENTERPRISE APPLICATIONS 





 
	 8 Hours

	Types and methods of testing an enterprise application, testing levels and approaches, testing environments, integration testing, performance testing, penetration testing, usability testing, globalization testing  and interface testing, user acceptance testing, rolling out an enterprise application.

	

	Theory:45Hr                                     Tutorial: 0 Hr                                       Total Hours:45Hr

	

	REFERENCES

	1. Raising Enterprise Applications – Published by John Wiley, authored by Anubhav Pradhan, Satheesha B. Nanjappa, Senthil K. Nallasamy, Veerakumar Esakimuthu

2. Building Java Enterprise Applications – Published by O'Reilly Media, authored by Brett McLaughlin.

3. Software Requirements: Styles & Techniques – published by Addison-Wesley Professional

4. Software Systems Requirements Engineering: In Practice – published by McGraw-Hill/Osborne Media

5. Managing Software Requirements: A Use Case Approach, 2/e – published by Pearson

6. Software Architecture: A Case Based Approach – published by Pearson 

7. Designing Enterprise Applications with the J2EE Platform (PDF available at- http://java.sun.com/blueprints/guidelines/designing_enterprise_applications_2e/)

8. Software Testing, 2/e – published by Pearson

9. SOFTWARE TESTING Principles and Practices – published by Oxford University Press.


SEMESTER VI
	U13CST601    
	ARTIFICIAL INTELLIGENCE      
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To provide a strong foundation of fundamental concepts in Artificial Intelligence
· To provide a basic exposition to the goals and methods of Artificial Intelligence
·    To enable the student to apply these techniques in applications which involve        perception, reasoning and learning.


	Course Outcomes


	After successful completion of this course, the students should be able to

	· Describe  the modern view of AI as the study of agents that receive percepts from the environment and perform actions[K2]

· Demonstrate awareness of informed search and exploration methods [K2]

· Explain about  AI techniques for   knowledge representation, planning and uncertainty  management [K2]

· Develop  knowledge of decision making and learning methods [K3]

· Describe the  use of  AI  to solve English Communication problems [K2]


	Course Content

	INTELLIGENT AGENTS AND SEARCHING METHODS
	9 Hours

	Definitions of AI - Intelligent Agents: Agents and environments - Good behavior – The nature of environments – structure of agents.

Problem solving agents: Formulating problems – searching for solutions – Uninformed search strategies. 

Informed search and exploration: Informed search strategies – heuristic functions – local search algorithms.


	LOGIC
	  9 Hours

	Logical agents: Knowledge-based agents – The Wumpus world. Logic – Propositional logic: A very simple logic. 

First order logic: Representation revisited – Syntax and semantics for first order logic – Using first order logic – Knowledge engineering in first order logic. 

Inference in First order logic: propositional versus first order logic – unification and lifting – forward chaining – backward chaining – Resolution.




	PLANNING AND UNCERTAINTY
	  9 Hours

	Planning: The planning problem- planning with state-space search-partial order planning- graphs – planning with propositional logic. 

Uncertainty: Overview of probability concepts, Representing knowledge in an Uncertain Domain, Semantics of Bayesian Networks, Exact Inference in Bayesian Networks.



	DECISION MAKING AND LEARNING

	  9 Hours

	Making Simple Decisions: The basis of Utility theory – Utility and multi-attribute utility functions – decision networks – The value of information – Decision theoretic expert systems.

Learning from Observations: Forms of learning - Inductive learning - Learning decision trees. Knowledge in Learning – Logical formulation of learning – Explanation based learning – Learning using relevant information – Inductive logic programming. 



	LEARNING AND COMMUNICATION
	  9 Hours

	Statistical Learning Methods: Introduction to neural networks, Perceptrons, Multi-layer feed forward network, Application of ANN. 

Reinforcement Learning: Passive reinforcement learning - Active reinforcement learning - Generalization in reinforcement learning. 

Communication: Communication as action – Formal grammar for a fragment of English – Syntactic analysis – Augmented grammars – Semantic interpretation – Ambiguity and disambiguation – Discourse understanding – Grammar induction.



	

	Theory:45Hr                                     Tutorial: 0 Hr                                       Total Hours:45Hr

	

	REFERENCES


	


	U13CST602    
	CRYPTOGRAPHY AND NETWORK SECURITY
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To  understand the mathematics behind cryptography

· To understand the standard algorithms used to provide confidentiality integrity and authenticity.

· To understand security issues in the wireless networks. 

	Course Outcomes

	After successful completion of this course, the students should be able to


Analyze security of network protocols and systems. [K4]

	· 

	Course Content

	INTRODUCTION

	  10 Hours

	OSI Security Architecture – Security Attacks– Security Services- Security Mechanisms-A model for Network Security – Classical Encryption Techniques – Block Cipher Principles – DES–  Strength of DES – Block Cipher Operation – AES – Triple DES .

	PUBLIC KEY CRYPTOGRAPHY

	  10 Hours

	Key Distribution –Pseudorandom Number Generation – Introduction to Number Theory –  Public Key Cryptography  and RSA –  Key Management –  Diffie-Hellman Key Exchange – Elliptic Curve Arithmetic  and Cryptography .

	AUTHENTICATION AND HASH FUNCTION

	  9 Hours

	Authentication Requirements – Authentication Functions – Message Authentication Codes –Hash Functions – Security of Hash Functions and MACs – Secure Hash Algorithm – HMAC Digital Signatures – Digital Signature Standard.

	NETWORK SECURITY
	  8 Hours

	Authentication Applications – Kerberos Version 4 – Electronic Mail Security – PGP – IP Security Overview – Web Security – Secure Electronic Transaction – Intrusion Detection –  Firewall Design Principles.

	WIRELESS NETWORK SECURITY
	  9 Hours

	Wireless Local Area Network (WLAN) – Securing WLANs – Countermeasures – The Infamous WEP – Physical Security – Wireless Application Protocol (WAP) – Comparison of the TCP/IP,OSI, and WAP models – WAP Security Architecture – Marginal Security – Wireless Transport Layer Security (WTLS) –Secure Socket Layer – WTLS and WAP\

	

	Theory:45Hr                                     Tutorial: 0 Hr                                          Total Hours:45 

	

	REFERENCES

1. William Stallings, “Cryptography and Network Security : Principles and  Practices”, Fifth Edition, Prentice Hall, 2010

2. Randall K.Nichols, Panos C.Lekkas, “Wireless Security- Models, Threats, and Solutions”,McGraw Hill, 2006. (Unit V)
3. Atul Kahate, “Cryptography and Network Security”, 2nd edn, Tata McGraw Hill, 2008

4. Charles B. Pfleeger and Shari Lawrence Pfleeger, “Security in Computing”, Third edition,    Pearson Education, 2003.


	U13CST604  
	COMPUTER GRAPHICS     
	L
	T
	P
	C

	
	
	3
	0
	2
	4

	Course Objectives

	· To impart the fundamental concepts of Computer Graphics 

· Able to understand two and three dimensional concepts and their applications

· Enable the students to develop their creative thinking




	Course Outcomes


	After successful completion of this course, the students should be able to

	· Describe how graphics Input and Output devices work. [K2] 

· Describe about graphics primitives and work with coordinate spaces, coordinate conversion, and transformations of graphics objects. [K3]

· Explain the graphics modeling process. [K2] 

· Build virtual scenes, transform objects with animation.[K3] 

· Make use of the colour  and transformation techniques for various gaming applications. [K3]



	Course Content


	OVERVIEW OF GRAPHICS SYSTEMS  AND OUTPUT PRIMITIVES

	 9+3 Hours

	Video Display devices – Raster Scan Systems – Random Display Systems – Hard Copy Devices. Output Primitives : Points and Lines – Line drawing algorithms – Circle generating algorithms – Ellipse generating algorithms.

	TWO-DIMENSIONAL GEOMETRIC TRANSFORMATIONS AND VIEWING     
	 9+3 Hours

	Basic Transformations – Matrix Representations – Composite Transformations – Reflection and Shearing Transformations- Affine Transformations.Two-Dimensional Viewing: The Viewing pipeline – Viewing Coordinate Reference Frame – Window to View port Coordinate Transformation – Two Dimensional Viewing Functions – Clipping Operations –Point Clipping – Line clipping – Polygon Clipping – Curve Clipping.

	THREE-DIMENSIONAL CONCEPTS AND OBJECT REPRESENTATIONS
	 9+3 Hours

	Three Dimensional Display Methods –Parallel Projection – Perspective Projection – Depth Cueing – Visible Line and Surface Identification – Surface Rendering – Exploded and Cutaway Views – Three Dimensional and Stereoscopic Views

Three-Dimensional Object representations: Polygon Surfaces – Curved lines and Surfaces – Quadric Surfaces – Blobby Objects – Spline representation.




	THREE DIMENSIONAL GEOMETRIC AND MODELING TRANSFORMATIONS AND VIEWING
	9+3 Hours

	Translation – Rotation –Scaling – Reflection and Shearing Transformations – Composite transformations – Three dimensional Transformation Functions Modeling and Coordinate transformations.

Three dimensional Viewing: Viewing Pipeline – Viewing Coordinates – Projections – View volumes - General Projection transformations –Clipping.

	COLOUR MODELS AND COMPUTER ANIMATION


	9+3 Hours

	Properties of Light – Standard Primaries and Chromaticity Diagram – Intuitive Colour Concepts – RGB Colour Model – YIQ Colour Model – CMY Colour Model – HSV Colour Model – Conversion between HSV and RGB Models - HLS Colour Model – Colour selection and Applications.

Computer Animation: Design of Animation Sequences – General Computer Animation Functions – Raster Animations – Computer Animation Languages – Key Frame Systems – Motion Specifications. 



	

	Theory:45Hr                                     Tutorial: 15 Hr                                          Total Hours:60 

	

	REFERENCES

1. Donald Hearn M. Pauline Baker, “Computer Graphics - C Version”, 2nd Edition, Pearson Education, 2006.
2. F. S.Hill, “Computer Graphics using OPENGL” , Second edition, Pearson Education,2003.

3. J. D. Foley, A. Van Dam, S. K. Feiner and J. F. Hughes, Computer Graphics - Principles and Practice, Second Edition in C, Addison Wesley, 1997. 

4. Donald Hearn and M. Pauline Baker, Computer Graphics with OpenGL, Second Edition, Prentice Hall, 2001.

5. D. F. Rogers and J. A. Adams, Mathematical Elements for Computer Graphics, Second Edition, McGraw-Hill, Boston, MA, 1990.


	U13GST008
    
	PROFESSIONAL ETHICS 

	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To create an awareness on Engineering Ethics and its use in ones profession

· To instill moral values, social values and loyalty

· To provide an insight into ones professional rights  and a view of professional ethics   in the global context 

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Understand the ethical theories and concepts

· Understanding an engineer’s work in the context of its impact on society 

· Understand and analyze the concepts of safety and risk

· Understand the professional responsibilities and rights of Engineers

· Understand the concepts of ethics in the global context 



	Course Content

	ENGINEERING ETHICS AND THEORIES 

	  9 Hours

	Definition, Moral issues, Types of inquiry, Morality and issues of morality, Kohlberg and Gilligan’s theories, consensus and controversy, Professional and professionalism, moral reasoning and ethical theories, virtues, professional responsibility, integrity, self respect, duty ethics, ethical rights, self interest, egos, moral obligations.

	SOCIAL ETHICS AND ENGINEERING AS SOCIAL EXPERIMENTATION
	  9 Hours

	Engineering as social experimentation, codes of ethics, Legal aspects of social ethics, the challenger case study, Engineers duty to society and environment.

	SAFETY
	  9 Hours

	Safety and risk – assessment of safety and risk – risk benefit analysis and reducing risk – the Three Mile Island and Chernobyl case studies.  Bhopal gas tragedy.

	RESPONSIBILITIES AND RIGHTS OF ENGINEERS
	  9 Hours

	Collegiality and loyalty – respect for authority – collective bargaining – confidentiality – conflicts of interest – occupational crime – professional rights – employee rights – Intellectual Property Rights (IPR) – discrimination. 

	GLOBAL ISSUES AND ENGINEERS AS MANAGERS, CONSULTANTS AND LEADERS 

	  9 Hours

	Multinational Corporations – Environmental ethics – computer ethics – weapons development – engineers as managers – consulting engineers – engineers as expert witnesses and advisors – moral leadership – Engineers as trend setters for global values

	

	Theory:45Hr                                     Tutorial: 0 Hr                                          Total Hours:45 

	

	REFERENCES

1. Mike Martin and Roland Schinzinger, “Ethics in Engineering”. (2005) McGraw-Hill, New York.

2. John R. Boatright, “Ethics and the Conduct of Business”, (2003) Pearson Education, New Delhi. 

3. Bhaskar S. “Professional Ethics and Human Values”, (2005) Anuradha Agencies, Chennai. 

4. Charles D. Fleddermann, “Engineering Ethics”,  2004 (Indian Reprint) Pearson Education / Prentice Hall, New Jersey. 

5. Charles E. Harris, Michael S. Protchard and Michael J Rabins, “Engineering Ethics – Concepts and cases”, 2000 (Indian Reprint now available) Wadsworth Thompson Learning, United States. 


	U13CSP601

	   COMPUTER NETWORKS LABORATORY
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To learn socket programming.

· To use simulation tools.

· To analyze the performance of protocols in different layers in computer networks using simulation tools.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Develop knowledge to implement client server applications. [S]
· Develop skills in unix socket programming. [S]

· Develop skills to use simulation tools. [S]

· Analyze the performance of network protocols.[S]
·  Analyze the network traffic. [S]

	LIST OF EXPERIMENTS

	· Develop client server based TCP applications using UNIX socket programming functions.  

· Develop client server based UDP applications using UNIX socket programming functions.  

· Implementation of HTTP\DNS\ARP\RARP protocols.

· Implementation of sliding window and CRC protocols.

· Implementation of Distance Vector and Link state routing protocols.

· Study of network simulation tools such as NS2 \ QUALNET.

· Performance analysis of TCP\UDP protocol using simulation tool

· Performance analysis of routing protocols using simulation tool.

· Demonstrate the working of network tools such as Ping, TCPDump, Traceroute, Netstat, IPconfig.

· Analyze the network traffic using Wireshark tool.


	


	U13CSP602
	   ARTIFICIAL INTELLIGENCE LABORATORY
	L
	T
	P
	C

	
	
	0
	0
	3
	1

	Course Objectives

	· To provide a strong foundation of fundamental concepts in Artificial Intelligence

· To enable the students to apply AI techniques in applications which involve perception, reasoning and learning. 




	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate the use of different search techniques for problem solving. [S]

· Develop solutions for some AI problems. [S]

· Develop a game. [S]

· Demonstrate the use of ‘Prolog’ for predicate logic applications. [S]

· Design an expert system for medical diagnosis and PC diagnostics. [S]

	LIST OF EXPERIMENTS

	   USING C/C++, PERFORM THE FOLLOWING EXPERIMENTS:
	

	· DFS and depth limited search 

· IDFS

· BFS and bidirectional search

· A* search

· Water jug problem 

· Development of a semantic net for English statements

· Game simulation



	   USING A RULE BASED PROGRAMMING LANGUAGE, DEVELOP PROGRAMS FOR THE    FOLLOWING:

· Application of predicate logic to prove facts 

· Expert system for medical diagnosis

· Expert system to recommend a PC for purchase


	


	U13GHP601
	HUMAN EXCELLENCE NATIONAL VALUES
	L
	T
	P
	C

	
	
	0
	0
	2
	1

	Course Objectives

	· To produce responsible citizens

· To uphold our culture and spiritual life

· To realize the value of unity, service

· To immunize the body

· To get divine peace through inward travel

	Course Content

	· Citizenship- its significance-Enlightened citizenship.

· Emerging India-its glory today- Global perspective-other view about India.

· Indian culture and its greatness.
· India and Peace.


· India and Spirituality- Great spiritual leaders.

· India’s message to the world – its role in global peace.

· Service and sacrifice-Unity in diversity – case studies-live examples.

· National values identification and practice.

· Yogasanas -II

· Meditation III [Nithyanandam& Nine Centre Meditation]




	U13GST004
  
	OPERATIONS RESEARCH
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· Apply knowledge of OR techniques to domain specific industrial situations to optimize  the quality of decisions 

· Conduct investigations by the use of OR techniques 



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Apply linear programming model and assignment model to domain specific situations 

· Analyze the various methods under transportation model and apply the model for testing the closeness of their results to optimal results

· Apply the concepts of PERT and CPM for decision making and optimally managing projects

· Analyze the various replacement and sequencing models and apply them for arriving at optimal decisions

· Analyze the inventory and queuing theories and apply them in domain specific situations. 



	Course Content

	LINEAR MODEL
	  9 Hours

	The phases of OR study – formation of an L.P model – graphical solution – simplex algorithm – artificial variables technique (Big M method, two phase method), duality in simplex.

	TRANSPORTATION AND ASSIGNMENT MODELS


	  9 Hours

	Transportation model – Initial solution by North West corner method – least cost method – VAM. Optimality test – MODI method and stepping stone method. 

Assignment model – formulation – balanced and unbalanced assignment problems.

 

	PROJECT MANAGEMENT BY PERT & CPM

	  9 Hours

	Basic terminologies – Constructing a project network – Scheduling computations – PERT - CPM – Resource smoothening, Resource leveling, PERT cost. 

	REPLACEMENT AND SEQUENCING MODELS
	  9 Hours

	Replacement policies - Replacement of items that deteriorate with time (value of money not changing with time) – Replacement of items that deteriorate with time (Value of money changing with time) – Replacement of items that fail suddenly (individual and group replacement policies).

Sequencing models- n job on 2 machines – n jobs on 3 machines – n jobs on m machines, Traveling salesman problem. 



	INVENTORY AND QUEUING THEORY

	  9 Hours

	Variables in inventory problems, EOQ, deterministic inventory models, order quantity with price break, techniques in inventory management.

Queuing system and its structure – Kendall’s notation – Common queuing models - M/M/1: FCFS/∞/∞ - M/M/1: FCFS/n/∞ - M/M/C: FCFS/∞/∞ - M/M/1: FCFS/n/m

	

	Theory:45Hr                                     Tutorial: 0 Hr                                          Total Hours:45 

	

	REFERENCES

1. Taha H.A., “Operation Research”, Pearson Education

2. Hira and Gupta “Introduction to Operations Research”, S.Chand and Co.2002

3. Hira and Gupta “Problems in Operations Research”, S.Chand and Co.2008

4. Wagner, “Operations Research”, Prentice Hall of India, 2000

5. S.Bhaskar, “Operations Research”, Anuradha Agencies, Second Edition, 2004


	U13ECTE81     
	ANALOG AND DIGITAL COMMUNICATION
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To study the fundamentals of analog and digital communication.
· To study the concepts in digital transmission and data communication. 

· To study the principles of spread spectrum and multiple access techniques.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate the principles of AM, FM & PM. [K2]

· Classify and demonstrate different digital modulation schemes with respect to bandwidth requirement, transmission and reception.[K4]

· Relate channel bandwidth & Inter symbol Interference in digital transmissions.[K2]

· Discuss different data communication standards & Modems.[K6]

· Outline the different spread spectrum and multiple access techniques.[K2]


	Course Content

	FUNDAMENTALS OF ANALOG COMMUNICATION


	9 Hours

	Principles of Amplitude Modulation - AM Envelope - Frequency Spectrum and Bandwidth - Modulation Index and Percent Modulation - AM Voltage Distribution - AM Power Distribution - Angle Modulation - FM and PM Waveforms - Phase Deviation and Modulation Index - Frequency Deviation and Percent Modulation - Frequency Analysis of Angle Modulated Waves. Bandwidth Requirements for Angle Modulated Waves - Average Power of an Angle Modulated Wave.

	DIGITAL COMMUNICATION

	9 Hours

	Introduction - Shannon Limit for Information Capacity – Need for Digital Modulation –schemes PSK,FSK, ASK- BFSK transmitter, receiver – BPSK transmitter, receiver - Bit Error Rate probability in BFSK, BPSK, QPSK, QAM - Bandwidth Efficiency - Carrier Recovery – Squaring Loop - Costas Loop – DPSK.

	DIGITAL TRANSMISSION


	9 Hours

	Introduction - Pulse Modulation - PCM – PCM Sampling - Sampling Rate - Signal To Quantization Noise Rate - Companding – Analog and Digital – Percentage Error - Delta Modulation - Adaptive Delta Modulation - Differential Pulse Code Modulation - Pulse Transmission – Intersymbol Interference.

	DATA COMMUNICATIONS
	9 Hours

	Introduction - History of Data Communications – ISO-OSI reference model, TCP/IP reference model - Data Communication Circuits - Data Communication Codes -  Error Control - Error Detection - Error Correction (Checksum, Hamming Window) - Serial and Parallel Interfaces -  Data Modems -  Asynchronous Modem - Synchronous Modem - Low-Speed Modem - Medium and High Speed Modem -  Modem Control.


	SPREAD SPECTRUM AND MULTIPLE ACCESS TECHNIQUES
	9 Hours

	Introduction – PN Sequence Generation - DS Spread Spectrum With Coherent Binary PSK - Processing Gain - FH Spread Spectrum - Multiple Access Techniques – Wireless Communication Access Techniques - TDMA and CDMA in Wireless Communication Systems.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours: 45 

	

	REFERENCES

	1. Wayne Tomasi, ‘Electronic Communication Systems’, Pearson Education, Fifth edition.
2. Simon Haykin, “Communication Systems”, Fourth edition, John Wiley & Sons. 2001.
3. Taub, D L Schilling and G Saha,”Principles of Communication”, Third edition, 2007.
4. B.P.Lathi, ”Modern Analog and Digital Communication Systems”, Third edition, Oxford University Press, 2007.

5. Blake, “Electronic Communication Systems”, Thomson Delmar Publications, 2002.
6. Martin S.Roden, “Analog and Digital Communication System”, Third edition, Prentice Hall of India, 2002.
7. B.Sklar,”Digital Communication Fundamentals and Applications”, Second edition, Pearson Education, 2007.



	U13CSTE21
     
	
CYBER FORENSICS
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To have greater depth of study in a number of key topics in the area of computer security in society: cybercrime, computer and forensics, analysis.

· To acquire knowledge in distinguishing various types of computer crime, and use computer forensic techniques to identify the digital fingerprints associated with criminal activities. 



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Develop knowledge about various cyber crimes and explain the role of forensics in preventing various forms of fraud. [K3]

· Develop skills in distinguishing various types of computer crime, and use computer forensic techniques to identify the digital fingerprints associated with criminal activities. [K3]

· Develop knowledge in how to apply forensic analysis tools to recover important evidence for identifying computer crime.[K3]

· Define what is a threat and compare various threats. [K1]

· Define surveillance, its tools and advanced computer forensics. [K1]

	Course Content

	TYPES OF COMPUTER FORENSICS
	9 Hours

	Computer Forensics Fundamentals – Types of Computer Forensics Technology –Types of Vendor and Computer Forensics Services.

	DATA RECOVERY
	9 Hours

	Data Recovery – Evidence Collection and Data Seizure – Duplication and Preservation of Digital Evidence – Computer Image Verification and Authentication.


	ELECTRONIC EVIDENCE

	9 Hours

	Discover of Electronic Evidence – Identification of Data – Reconstructing Past Events – Networks.

	THREATS

	9 Hours

	Fighting against Macro Threats – Information Warfare Arsenal – Tactics of the

Military – Tactics of Terrorist and Rogues – Tactics of Private Companies.



	SURVEILLANCE

	9 Hours

	The Future – Arsenal – Surveillance Tools – Victims and Refugees – Advanced

Computer Forensics.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45

	

	REFERENCES

	1. John R. Vacca, “Computer Forensics”, Firewall Media, 2004.

2. Chad Steel, “Windows Forensics”, Wiley India, 2006.

3. Majid Yar, “Cybercrime and Society”, Sage Publications, 2006.

4. Robert M Slade, “Software Forensics”, Tata McGrawHill, 2004.


	U13CSTE31

	DIGITAL IMAGE PROCESSING        
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To study about the basics of image processing     

· To learn various filtering methods and restoration techniques.

· To study about color image processing     


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Apply pixel relationships to various images. [K3]

· Describe the basics of filtering in the frequency domain. [K2]

· Create skills to restore degraded images. [K3]

· Explain the basics of color image processing. [K2]
· Perform segmentation of images for better perception. [K4]

	Course Content

	INTENSITY TRANSFORMATIONS AND SPATIAL FILTERING
	9 Hours

	Basic Relationship between Pixels - Intensity Transformation Functions - Histogram Processing - Fundamentals of Spatial Filtering - Smoothing Spatial Filters - Sharpening Spatial Filters 

	FILTERING IN FREQUENCY DOMAIN

	9 Hours

	Basics of Filtering in the Frequency Domain - Image Smoothing using Frequency Domain Filters - Image Sharpening using Frequency Domain Filters - Selective Filtering

	IMAGE RESTORATION

	9 Hours

	Model of the Image Degradation/Restoration Process - Noise Models - Restoration using Spatial Filtering  - Noise Reduction by Frequency Domain Filtering –  Inverse Filtering  - Wiener Filtering – Constrained Least Mean Square Filtering -  Geometric Mean Filter

	COLOR IMAGE PROCESSING

	9 Hours

	Pseudo Color Image Processing – Basics of Full-Color Image Processing – Color Transformations – Smoothing and Sharpening – Image Segmentation based on Color – Noise in Color Images.

	IMAGE SEGMENTATION

	9 Hours

	Fundamentals - Point, Line, and Edge Detection - Thresholding - Region-Based Segmentation 

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. R.C. Gonzalez and R.E. Woods, “Digital Image Processing”, Third edition, Prentice Hall, 2008.

2. William K Pratt, “Digital Image Processing”, John Willey, 2001.

3. A.K. Jain, “Fundamentals of Digital Image Processing”, PHI, New Delhi, 2003.

4. R.C. Gonzalez, R.E. Woods and S.Eddins,” Digital Image Processing using MATLAB”, Pearson Education, 2004.

5. Sid Ahmed, M.A., “Image Processing Theory, Algorithms and Architectures”, McGraw Hill, 1995.



	U13CSTE32

	MULTIMEDIA SYSTEMS
          
	L
	T
	P
	C

	
	
	3
	0
	0
	3

	Course Objectives

	· To understand the relevance and underlying infrastructure of the multimedia systems.

· To understand core multimedia technologies and standards (Digital Audio, Graphics, Video, VR, data transmission/compression)

· To be aware of factors involved in multimedia systems performance, integration and evaluation



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain security issues and infrastructure of multimedia computing. [K2]

· Explain the workings of architectures and issues for distributed multimedia systems. [K2]

· Apply various compression techniques for both audio and video. [K3].

· Identify the appropriate network protocol mechanism for different multimedia communication systems. [K3]

· Analyze the anatomy of multimedia information system. [K4]

	Course Content

	INTRODUCTION TO MULTIMEDIA SYSTEM

	9 Hours

	Architecture and components, Multimedia distributed processing model, Synchronization, Orchestration and Quality of Service (QOS) architecture. Audio and Speech: Data acquisition, Sampling and Quantization, Human Speech production mechanism, Digital model of speech production, Analysis and synthesis, Psycho-acoustics, low bit rate speech compression, MPEG audio compression.

 

	IMAGES AND VIDEO

	9 Hours

	Image acquisition and representation, Composite video signal NTSC, PAL and SECAM video standards, Bilevel image compression standards: ITU (formerly CCITT) Group III and IV standards, JPEG image compression standards, MPEG video compression standards. 




	MULTIMEDIA COMMUNICATION
	9 Hours

	Fundamentals of data communication and networking, Bandwidth requirements of different media, Real time constraints: Audio latency, Video data rate, multimedia over LAN and WAN, Multimedia conferencing. 



	HYPERMEDIA PRESENTATION
	9 Hours

	Authoring and Publishing, Linear and non-linear presentation, Structuring Information, Different approaches of authoring hypermedia documents, Hyper-media data models and standards


	MULTIMEDIA INFORMATION SYSTEMS
	9 Hours

	Operating system support for continuous media applications: limitations is usual OS, New OS support, Media stream protocol, file system support for continuous media, data models for multimedia and hypermedia information, content based retrieval of unstructured data. 

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Ralf Steinmetz and Klara Nahrstedt, Multimedia Systems, Springer, 2004. 

2. J. D. Gibson, Multimedia Communications: Directions and Innovations, Springer. 

3. K. Sayood, Introduction to Data Compression, Morgan-Kaufmann. 

4. A.Puri and T. Chen, Multimedia Systems, Standards, and Networks, Marcel Dekker

5. Iain E.G. Richardson, H.264 and MPEG-4 Video Compression, John Wiley. 

6. Borivoje Furht, Handbook of Multimedia Computing, CRC Press. 
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	ADVANCED DATABASE TECHNOLOGIES
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	Course Objectives

	· To have a knowledge about distributed database and object oriented database

· To know concepts of transaction processing and concurrent transaction in distributed database.

· To study different types databases and its importance

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the basics of distributed database and object oriented database[K2]

· Compare the relational database with object  oriented database [K4]

· Explain the importance of backup and recovery techniques in distributed database systems [K5]

· Develop distribute database system to handle the real world problem [K3]

· Compare different emerging database technologies [K5]

	Course Content

	DISTRIBUTED DBMS CONCEPTS AND DESIGN

	9 Hours

	Introduction – Functions and Architecture of DDBMS – Distributed Relational Database Design – Transparency in DDBMS – Date’s Twelve Rules for a DDBMS

	DISTRIBUTED DBMSS - ADVANCED CONCEPTS 


	9 Hours

	Distributed Transaction Management – Concurrency control – Deadlock Management – Database Recovery – The X/Open Distributed Transaction Processing Model –Replication Servers – Distribution and Replication in Oracle

	OBJECT ORIENTED DATABASES

	9 Hours

	Introduction – Weakness of RDBMS – Object Oriented Concepts Storing Objects in Relational Databases – Object Oriented Data models – OODBMS Perspectives – Persistence – Issues in OODBMS – Advantages and Disadvantages of OODBMS.

	OBJECT ORIENTED DATABASE DESIGN

	9 Hours

	OODBMS Standards and Systems – Object Management Group – Object Database Standard ODMG – Object Relational DBMS – Comparison of ORDBMS and OODBMS.

	EMERGING DATABASE TECHNOLOGIES 

	9 Hours

	Active Database Concepts and Triggers – Temporal Database Concepts – Deductive Databases - Mobile Database – Multimedia Database – Spatial Databases.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Thomas M. Connolly and Carolyn E. Begg, “Database Systems - A Practical Approach to Design, Implementation, and Management”, Fifth edition, Pearson Education, 2011.

2. Ramez Elmasri and Shamkant B.Navathe, “Fundamentals of Database Systems”, 8th edition, Pearson Education, 2011.

3. M.Tamer Ozsu and Patrick Ualduriel, “Principles of Distributed Database Systems”, Second edition, Pearson Education, 2008.

4. C.S.R.Prabhu, “Object Oriented Database Systems”, PHI, 2009.

5. Peter Rob and Corlos Coronel, “Database Systems – Design, Implementation and Management”, Thompson Learning, Course Technology, Fifth edition, 2010
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	TCP / IP AND SOCKET PROGRAMMING
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	Course Objectives

	· To learn socket programming concepts.

· To understand the IP addressing schemes. 

· To study about the internetworking concepts.

· To study about the functionalities of TCP and IP software. 



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate systematic and critical understanding of the theories, principles and practices of internetworking protocols. [K2]
· Identify the issues that are driving the development of new protocols to broaden and enhance the operation of the internet. [K3]
· Choose a sub network for an organization based on its requirement. [K3]

· Analyze mechanisms to improve the performance of network protocols. [K4] 
· Demonstrate client server applications using network programming constructs on unix platform. [K2]


	Course Content

	ELEMENTARY TCP SOCKETS
	9 Hours

	Introduction to Sockets – Socket Address Structures – Byte Ordering Functions – Byte Manipulation Functions – Elementary TCP Sockets – Socket, Connect, Bind, Listen, Accept, Read, Write, Close Functions – Iterative Server – Concurrent Server.

	APPLICATION DEVELOPMENT
	9 Hours

	TCP Echo Server – TCP Echo Client – UDP Echo Server – UDP Echo Client – Server with Multiple Clients – Boundary Conditions: Server Process Crashes - Server Host Crashes - Server Crashes and Reboots - Server Shutdown – I/O multiplexing – I/O Models – Select Function – Shutdown Function – Poll Function.

	SOCKET OPTIONS, ELEMENTARY NAME & ADDRESS CONVERSIONS
	9 Hours

	Socket Options – getsocket and setsocket Functions – Generic Socket Options – IP Socket Options – ICMP Socket Options – TCP Socket Options – Elementary UDP Sockets –Domain Name System – gethostbyname Function – gethostbyaddr Function – getservbyname and getservbyport Functions.


	INTERNET PROTOCOLS – I
	9 Hours

	Internetworking Concept and Architectural Model – Classful Internet Addresses -Mapping Internet Addresses to Physical Addresses (ARP) - Determining an Internet Address at Startup (RARP) - Internet Protocol: Connectionless Datagram Delivery - Internet Protocol: Routing IP Datagrams - Internet Protocol: Error and Control messages (ICMP) – Classless Inter Domain Routing (CIDR) – Classless Addressing (Supernetting) – The Effect of Supernetting on Routing – CIDR Address Blocks and Bit Masks – Address Blocks and CIDR Notation.


	INTERNET PROTOCOLS – II
	9 Hours

	Reliable Stream Transport Service (TCP) – Timeout and Retransmission – Accurate Measurement of Round Trip Samples - Karn’s Algorithm and Timer Backoff – Establishing a TCP Connection – Closing a TCP Connection – TCP Connection Reset – TCP State Machine – Silly Window Syndrome and Small Packets – Avoiding Silly Window Syndrome - Internet Multicasting -Internet Group Management Protocol (IGMP) - IGMP Implementation - Group Membership State Transitions -IGMP Message Format - Auto configuration (DHCP) - IPv6 : Features of IPv6- General form of an IPv6 Datagram - IPv6 Base Header Format - IPv6 Extension Headers - Parsing an IPv6 Datagram - IPv6 Fragmentation and Reassembly -The Consequence of End to End Fragmentation - IPv6 Source Routing - IPv6 options.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	


	REFERENCES

	1. Richard Stevens W, “Unix Network Programming Vol-I”, Second edition, Addison-Wesley Professional, 2004 

2. Douglas E Comer,”Internetworking with TCP/IP Principles, Protocols and Architecture”, Vol 1, 5th ed., Pearson Education, 2006. 

3. Comer D.E., Stevens D.L., “Internetworking with TCP/IP Volume II: Design, Implementation, and Internals”, Third edition, PHI, 1999.

4. Comer D.E., “Internetworking with TCP/IP Vol- III”, (BSD Sockets Version), Second edition, PHI, 2003.

5. Behrouz A. Forouzan, “TCP / IP Protocol Suite”, Third edition, Tata McGraw Hill, 2005.
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	MOBILE AND PERVASIVE COMPUTING
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	Course Objectives

	· To study the details of mobile architectures in the context of pervasive computing and mobile applications.

· To learn details about the protocol architecture of different wireless networks.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the concepts and features of mobile computing and transmission technologies. [K2]

· Explain the working of wireless communication protocols. [K2] 

· Compare the working of wireless routing protocols. [K2] 

· Compare protocols of wired and wireless networks. [K4]

· Outline the characteristics of pervasive computing applications including the major system components and architectures of the systems. [K2]



	Course Content

	MOBILE NETWORKS 

	9 Hours

	Cellular Wireless Networks – GSM – Architecture – Protocols – Connection

Establishment – Frequency Allocation – Routing – Mobility Management – Security –

GPRS.

	WIRELESS NETWORKS 


	9 Hours

	Wireless LANs and PANs – IEEE 802.11 Standard – Architecture – Services –Network –

HiperLAN – Blue Tooth- Wi-Fi – WiMAX.



	ROUTING 

	9 Hours

	Mobile IP – DHCP – AdHoc– Proactive and Reactive Routing Protocols – Multicast

Routing.

	TRANSPORT AND APPLICATION LAYERS 

	9 Hours

	Mobile TCP– WAP – Architecture – WWW Programming Model– WDP – WTLS – WTP –

WSP – WAE – WTA Architecture – WML – WMLScripts.


	PERVASIVE COMPUTING
	9 Hours

	Pervasive computing infrastructure-applications- Device Technology - Hardware,

Human-machine Interfaces, Biometrics, and Operating systems– Device Connectivity –

Protocols, Security, and Device Management- Pervasive Web Application architecture-

Access from PCs and PDAs - Access via WAP



	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Jochen Schiller, “Mobile Communications”, PHI, Second Edition, 2003.

2. Jochen Burkhardt, Pervasive Computing: Technology and Architecture of Mobile Internet Applications, Addison-Wesley Professional; 3rd edition, 2007

3. Frank Adelstein, Sandeep KS Gupta, Golden Richard, Fundamentals of Mobile and Pervasive Computing, McGraw-Hill 2005

4. Debashis Saha, Networking Infrastructure for Pervasive Computing: EnablingTechnologies, Kluwer Academic Publisher, Springer; First edition, 2002

5. Introduction to Wireless and Mobile Systems by Agrawal and Zeng, Brooks/ Cole (Thomson Learning), First edition, 2002

6. Uwe Hansmann, Lothar Merk, Martin S. Nicklons and Thomas Stober, Principles of Mobile Computing, Springer, New York, 2003.
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	DATA WAREHOUSING AND DATA MINING
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	Course Objectives

	· To introduce the concept of data mining with in detail coverage of basic tasks, metrics, issues and implication.

· To learn about topics like classification, clustering and deriving association rules for real life problems. 
· To introduce the concept of data warehousing with special emphasis on architecture and design.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain about the necessity of preprocessing and its procedure. [K2]

· Apply  the association rules for real life mining applications [K3]

· Design and deploy appropriate Classification/ Clustering techniques for various problems with high dimensional data. [K3]

· Discover the knowledge imbibed in the high dimensional system. [K4]

· Evaluate various mining techniques on complex data objects. [K5]


	Course Content


	DATA WAREHOUSING AND BUSINESS ANALYSIS
	9 Hours

	Data warehousing Components –Building a Data warehouse – Mapping the Data Warehouse to a Multiprocessor Architecture – DBMS Schemas for Decision Support – Data Extraction, Cleanup, and Transformation Tools –Metadata – reporting – Query tools and Applications – Online Analytical Processing (OLAP) – OLAP and Multidimensional Data Analysis.


	DATA MINING PRIMITIVES AND CONCEPT DESCRIPTION
	9 Hours

	Data mining primitives – Data mining query language - concept description – Data generalization and characterization – Analytical characterization – Mining Descriptive statistical measures in large databases.    

	CLASSIFICATION AND PREDICTION

	9 Hours

	Introduction – Decision Tree Induction – Bayesian Classification – Back propagation – Lazy Learners – Other classification methods – Prediction – Evaluating the accuracy


	CLUSTERING AND ASSOCIATION

	9 Hours

	Similarity and Distance Measures – Hierarchical Algorithms – Partitional Algorithms – Outlier Analysis – Mining Frequent Patterns, Associations, and Correlations



	ADVANCED TOPICS

	9 Hours

	Web Mining – Web Content Mining – Structure and Usage Mining – Spatial Mining – Time Series and Sequence Mining – Graph Mining.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Jiawei. Han,  Micheline Kamber,  “Data Mining: Concepts and Techniques”, second edition, Elsevier, New Delhi, 2008.

2. Alex Berson and Stephen J. Smith “Data Warehousing, Data Mining & OLAP”, Tata McGraw– Hill Edition, Tenth Reprint 2007.

3. K.P. Soman, Shyam Diwakar and V. Ajay “Insight into Data mining Theory and Practice”,Easter Economy Edition, Prentice Hall of India, 2006.

4. Hand.D, Mannila H, Smyth.P, “Principles of Data Mining”, MIT press, USA,2001.

5. Dunham M, "Data Mining: Introductory and Advanced Topics”, Prentice Hall, New Delhi, 2002.    
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	WEB TECHNOLOGY
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	Course Objectives

	· Develop skills in analyzing the significance of a web site.

· Learn the language of the web and the importance of web servers.

· Be able to embed social media content into web pages.

· Implement and understand how to interpret basic web analytics.                                  


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate the role of languages like HTML, DHTML, CSS, XML, Javascript, ASP and protocols in the workings of the web and web applications. [K2]

· Develop a web pages using HTML, DHTML and Cascading Styles sheets. [K3]

· Develop a dynamic web pages using JavaScript (client side programming). [K3]

· Develop an interactive web applications using ASP.NET. [K3]

· Build and consume web services. [K3]


	Course Content

	WEB ESSENTIALS AND STYLE SHEETS
	9+3 Hours

	Clients, Servers, and Communication. The Internet - Basic Internet Protocols -The World Wide Web - HTTP request message - response message - Web Clients - Web Servers - Markup Languages: XHTML. An Introduction to HTML – History –Versions -Basic XHTML Syntax and Semantics - Fundamentals of HTML

CSS - Introduction to Cascading Style Sheets – Features - Core Syntax - Style Sheets and HTML - Cascading and Inheritance - Text Properties – Positioning

	CLIENT-SIDE PROGRAMMING

	9+3 Hours

	Introduction to JavaScript – Functions – Objects – Arrays – Built - in Objects - JavaScript Debuggers. Browsers and the DOM - Introduction to the Document Object Model DOM History and Levels - Intrinsic Event Handling - Modifying Element Style - The Document Tree -DOM Event Handling 

	XML

	9+3 Hours

	Documents and Vocabularies - Versions and Declaration -Namespaces JavaScript and XML: Ajax-DOM based XML processing. 

Selecting XML Data: XPATH - Template based Transformations: XSLT - Displaying XML Documents in Browsers.



	JSF AND JAVA WEB SERVICES

	9+3 Hours

	Introduction – Java Web Technologies – Creating and running simple application- JSF components -Session Tracking.

Basics- Creating, Publishing and Consuming Web Services - Session Tracking in Web Services 



	WEB SERVERS AND CONTROLS
	9+3 Hours

	Web Servers (IIS and APACHE)-ASP.NET 2.0: Simple Web Form Creation – Web Controls-Session Tracking



	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Jeffrey C.Jackson, "Web Technologies-A Computer Science Perspective", Pearson Education, 2006. (Unit 1,2,3)

2. H.M.Deitel, P.J. Deitel , et.al  "Internet & World Wide Web - How To Program", Pearson Education, Fourth Edition, 2008. (Unit 4,5)

3. http://www.w3schools.com

4. Robert. W. Sebesta, "Programming the World Wide Web", Pearson Education, Fourth edition, 2007
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	PRINCIPLES OF MANAGEMENT
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	Course Objectives

	· To study the importance and functions of management in an organization 

· To study the importance of planning and also the different types of plan 

· To understand the different types of organization structure in management 

· To understand the basis and importance of directing and controlling in management 
· To understand to the importance of corporate governance and social responsibilities.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Understand the concepts of management, administration and the evolution of management thoughts.

· Understand and apply the planning concepts. 

· Analyze the different organizational structures and understand the staffing process.

· Analyze the various motivational and leadership theories and understand the communication and controlling processes.

· Understand the various international approaches to management.



	Course Content

	MANAGEMENT CONTEXT

	9 Hours

	Management – Definition – Importance – Functions – Skills required for managers - Roles and functions of managers – Science and Art of Management –Management and Administration.

Evolution of Classical, Behavioral and Contemporary management thoughts.




	PLANNING

	9 Hours

	Nature & Purpose – Steps involved in Planning – Forms of Planning – Types of plans – Plans at Individual, Department and Organization level - Managing by Objectives. Forecasting – Purpose – Steps and techniques. Decision-making – Steps in decision making.


	ORGANISING

	9 Hours

	Nature and Purpose of Organizing - Types of Business Organization - Formal and informal organization – Organization Chart – Structure and Process – Strategies of Departmentation– Line and Staff authority – Benefits and Limitations. Centralization Vs De-Centralization and Delegation of Authority. Staffing – Manpower Planning – Recruitment – Selection – Placement – Induction.


	DIRECTING & CONTROLLING


	9 Hours

	Nature & Purpose – Manager Vs. Leader - Motivation - Theories and Techniques of Motivation.

Leadership – Styles and theories of Leadership. 

Communication – Process – Types – Barriers – Improving effectiveness in Communication.

Controlling – Nature – Significance – Tools and Techniques.



	CONTEMPORARY ISSUES IN MANAGEMENT

	9 Hours

	Corporate Governance Social responsibilities – Ethics in business – Recent issues. 

American approach to Management, Japanese approach to Management, Chinese approach to Management and Indian approach to Management.

	

	Theory:45Hr                                   Tutorial: 0Hr                                Total Hours:45 

	

	REFERENCES

	1. Tripathy PC And Reddy PN, “Principles of Management”, Tata McGraw-Hill, 4th Edition, 2008.

2. Dinkar Pagare, “Principles of Management”, Sultan Chand & Sons, 2000.

3. Kanagasapapathi. P (2008) Indian Models of Economy, Business and Management,  Prentice Hall of India, New Delhi, ISBN: 978-81-203-3423-6.

4. G.K.Vijayaraghavan and M.Sivakumar, “Principles of Management”, Lakshmi Publications, 5th Edition, 2009.

5. Harold Koontz & Heinz Weihrich, “Essentials of Management – An International perspective”, 8th edition. Tata McGraw-Hill, 2009.
6. Charles W.L. Hill and Steven L McShane – Principles of Management, Tata Mc Graw-Hill, 2009.
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	WIRELESS NETWORKS LABORATORY
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	Course Objectives

	· Acquire knowledge in wireless network concepts.

· Develop skills in building mobile application. 

· Understand the use of simulation tools to study the behavior of wireless networks.

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate knowledge in use of simulation tool. [S] 

· Develop skills to install and configure wireless devices. [S]

· Analyse the behavior of wireless network in infrastructure and ad hoc mode. [S]

· Evaluate the performance of wireless routing protocols. [S]

· Examine the effect of MAC layer characteristics of a wireless network. [S]



	Course Content

	LIST OF EXPERIMENTS
	

	1. Install a WLAN adapter card in a desktop and laptop 
2. Configuring an Access Point
3. Write a mobile application that turns on Bluetooth and communicate with another phone and transfer a picture file from one phone to other.
4. Write a mobile application to enable a continuous chat between the two phones.
5. Simulate the behavior of wireless network in infrastructure and ad hoc mode.

6. Evaluate the performance of unicast routing protocol in ad hoc networks.

7. Analyse the performance of multicast routing protocols in ad hoc networks.

8. Investigate the performance of broadcasting in ad hoc networks.

9. Analyse the performance of various queuing disciplines in ad hoc networks.
10. Study the effect of physical and MAC layer characteristics of wireless links using signal strength, data rate, retransmission and delay measurement.
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	DATA WAREHOUSING AND DATA MINING LABORATORY
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	Course Objectives

	· To implement classification, clustering algorithms

· To implement discovering association rules 

· To implement the concept of data warehousing design.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate the importance of preprocessing the given datasets. [S]

· Design and implement classification algorithm to classify given problems. [A]

· Design and implement clustering algorithm to  group the given attributes in a dataset [A]

· Demonstrate to find association rules for the given datasets [S]

· Develop skills to design data warehouse for an enterprise. [S]

	Course Content

	LIST OF EXPERIMENTS   
	

	1.   Exercise on Data warehouse Design for an enterprise

2.   Exercise on Classification Algorithms                                                                             

3.   Exercise on Clustering Algorithms

4.   Exercise on Discovering Association Rules

5.   Exercises on Data mining tools
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	HUMAN EXCELLENCE GLOBAL VALUES
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	Course Objectives

	· To realize global brotherhood and protect global

· To know the youths participation in politics

· To know importance of retain of our culture and maintain

· To know impact of global terrorism

· To know the current economic status among the youths



	Course Content

	1.  Global values – understanding and identification – its importance.

2.  Racial discrimination and solution – Ecological imbalance and solution.

3.  Political upheavals and solution – Social inequality and solution – live case discussions and debate.

4.  Cultural degradation and solution – live case discussions and debate.

5.  Emergence of monoculture – solution.

6.  Global terrorism – it’s cause and effect – solution.

7.  Economic marginalization and solution – it’s impact in the globe.

8.  Man is the cause and man is the solution.

9.  All Meditations.

      10. All Yogasanas
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	SYSTEM MODELING AND SIMULATION
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	Course Objectives

	· To understand a system using natural models of computation, modeling techniques, prediction of behavior, and decision support.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Define basic concepts in modeling and simulation. [K1]

· Classify various simulation models and give practical examples for each category. [K2]

· Generate and test random number variates and apply them to develop simulation models. [K3]

· Analyze output data produced by a model and test validity of the model. [K4]

· Develop simulation models using tools. [K4]


	Course Content

	INTRODUCTION TO SIMULATION
	9+3 Hours

	Introduction –  Simulation Terminologies- Application  areas  – Model Classification Types  of  Simulation-  Steps  in  a  Simulation  study-  Concepts  in  Discrete  Event Simulation Example.

	MATHEMATICAL MODELS
	9+3 Hours

	Statistical  Models  -  Concepts  –  Discrete  Distribution-  Continuous  Distribution  – PoissonProcess-Empirical Distributions-Queueing Models–Characteristics-Notation Queueing Systems – Markovian Models- Properties of random numbers-Generation of Pseudo Random numbers-  Techniques  for  generating  random numbers-Testing  random number generators- Generating Random-Variates- Inverse Transform technique Acceptance- Rejection technique – Composition & Convolution Method.

	ANALYSIS OF SIMULATION DATA
	9+3 Hours

	Input Modeling - Data collection  - Assessing sample independence – Hypothesizing distribution   family  with  data  -  Parameter  Estimation-  Goodness-of-fit  tests  – Selecting input models in  absence of data- Output analysis for a Single system  –Terminating Simulations – Steady state simulations.

	VERIFICATION AND VALIDATION
	9+3 Hours

	Building – Verification of Simulation Models – Calibration and Validation of Models – Validation of Model Assumptions – Validating Input – Output Transformations.

	SIMULATION OF COMPUTER SYSTEMS AND CASE STUDIES
	9+3 Hours

	Simulation Tools – Model Input– High level computer system simulation –CPU – Memory Simulation
–Comparison of systems via simulation–Simulation Programming techniques - Development of Simulation models.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Jerry Banks and John Carson, “Discrete Event System Simulation”, Fourth Edition, PHI, 2005.
2. Geoffrey Gordon, “System Simulation”, Second Edition, PHI, 2006.
3. Frank L. Severance, “System Modeling and Simulation”, Wiley, 2001.
4. Averill M. Law and W.David Kelton, Simulation Modeling and Analysis, Third Edition, McGraw Hill, 2006.
5. Jerry Banks, “Handbook of Simulation:  Principles, Methodology, Advances, Applications and Practice”, Wiley-Interscience, 1 edition, 1998.
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	SPEECH TECHNOLOGY
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	Course Objectives

	· To tag a given text with basic Language processing features. 

· To implement a rule based system.  
· To apply NLP concepts for real life problems.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Demonstrate an understanding of Natural Language Processing tasks in syntax, semantics, and pragmatics.  [K2]

· Demonstrate an understanding of Morphology and Part of Speech Tagging. [K2]

· Apply syntax parsing techniques. [K3]
· Exhibit strong familiarity with semantic analysis methods. [K3]

· Assess critically the techniques presented and to apply them to real world problems. [K4]

	Course Content

	INTRODUCTION

	9+3 Hours

	Natural Language Processing tasks in syntax, semantics, and pragmatics – Issues - Applications - The role of machine learning - Probability Basics –Information theory – Collocations -N-gram Language Models  - Estimating parameters and smoothing - Evaluating language models.

	MORPHOLOGY AND PART OF SPEECH TAGGING
	9+3 Hours

	Linguistic essentials - Lexical syntax- Morphology and Finite State Transducers - Part of speech Tagging - Rule-Based Part of Speech Tagging - Markov Models - Hidden Markov Models – Transformation based Models - Maximum Entropy Models. Conditional Random Fields.

	SYNTAX PARSING

	9+3 Hours

	Syntax Parsing - Grammar formalisms and treebanks - Parsing with Context Free Grammars - Features and Unification -Statistical parsing and probabilistic CFGs (PCFGs)-Lexicalized PCFGs.

	SEMANTIC ANALYSIS
	9+3 Hours

	Representing Meaning–Semantic Analysis-Lexical semantics –Word-sense disambiguation - Supervised – Dictionary based and Unsupervised Approaches – Compositional semantics-Semantic Role Labeling andSemantic Parsing– Discourse Analysis.

	APPLICATIONS

	9+3 Hours

	Named  entity  recognition  and  relation  extraction-  IE  using  sequence  labeling- Machine Translation(MT)-Basic issues in MT-Statistical translation-word alignment- phrase-based translation – Question Answering.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

1. Daniel Jurafsky and James H. Martin Speech and Language Processing (2nd Edition), Prentice Hall; 2 edition, 2008.
2. Foundations of Statistical Natural Language Processing  by Christopher D.Manning and Hinrich Schuetze, MIT Press, 1999.
3. Steven Bird, Ewan Klein and Edward Loper Natural Language Processing with Python, O'Reilly Media; 1 edition, 2009
4. Roland R.  Hausser,  Foundations  of  Computational  Linguistics:  Human- Computer   Communication  in  Natural  Language,  Paperback,  MIT  Press,2011
5. Pierre M. Nugues, An Introduction to Language Processing with Perl and Prolog: An Outline of Theories, Implementation, and Application with Special Consideration of English, French, and German (Cognitive Technologies) Softcover reprint, 2010
6. James Allen, Natural Language Understanding, Addison Wesley; 2 edition1994
7. NLTK – Natural Language Tool Kit - http://www.nltk.org/
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	MOBILE APPLICATION DEVELOPMENT
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	Course Objectives

	· Explain the mobile application environment and user interface designing.

· Creating mobile applications using database, graphics and animation.

· Understand testing and versioning of mobile applications.                                      



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the mobility landscape and its importance. [K2]
· Identify the aspects of mobile applications development. [K3]
· Design and develop mobile applications using Android as development platform, with key focus on user experience design, native data handling and background tasks and notifications. [K6].
· Experiment with native hardware play, location awareness, graphics, and multimedia. [K3]
· Make use of different methods for testing, signing, packaging and distribution of mobile applications. [K3]


	Course Content

	GETTING STARTED WITH MOBILITY

	9+3 Hours

	Mobility landscape, Mobile platforms, Mobile apps development, Overview of Android platform, setting up the mobile app development environment along with an emulator, a case study on Mobile app development.

App user interface designing – mobile UI resources (Layout,UI elements,Draw-able, Menu), Activity- states and life cycle, interaction amongst activities.

	BUILDING BLOCKS OF MOBILE APPS
	9+3 Hours

	App functionality beyond user interface - Threads, Async task, Services – states and lifecycle, Notifications, Broadcast receivers, Telephony and SMS APIs.

Native data handling – on-device file I/O, shared preferences, mobile databases such as SQLite, and enterprise data access (via Internet/Intranet).

	SPRUCING UP MOBILE APPS
	9+3 Hours

	Graphics and animation – custom views, canvas, animation APIs, multimedia – audio/video playback and record, location awareness, and native hardware access (sensors such as accelerometer and gyroscope.

	TESTING MOBILE APPS


	9+3 Hours

	Debugging mobile apps, White box testing, Black box testing, and test automation of mobile apps, JUnit for Android, Robotium, MonkeyTalk.

	TAKING APPS TO MARKET


	9+3 Hours

	Web Services, HTTP Client, XML and JSON, Versioning, signing and packaging mobile apps, distributing apps on mobile market place.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. Barry Burd “Android Application Development All-in-One For Dummies” Wiley publications, edition 1.

2. Lauren Darcey, Shane Conder “Sams Teach Yourself Android Application Development in 24 Hours” Publisher: Sams; 1 edition (10 June 2010).
3. Rick Rogers, John Lombardo, Zigurd Mednieks, Blake Meike ”Android Application Development: Programming with Google SDK”, O'Reilly publication.

4. Reto Meier “Professional Android 4 Application Development” Publisher: Wrox; 3rd  edition (May 1, 2012).

5. Mark L. Murphy “The Busy Coder’s Guide to Advanced Android Development”, CommonsWare, LLC. Jul 2009: Version 1.0
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	INTERNET OF THINGS
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	Course Objectives

	· To understand the basics of Internet of Things

· To get an idea of some of the application areas where Internet of Things can be applied

· To understand the middleware for Internet of Things

· To understand the concepts of Web of Things

· To understand the concepts of Cloud of Things with emphasis on Mobile cloud computing.

· To understand the IOT protocols.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Identify and design the new models for market strategic interaction [K3]

· Develop business intelligence and information security for WoB [K3]

· Analyze various protocols for IoT [K4]

· Develop a middleware for IoT [K3]

· Analyze and design different models for network dynamics [K4]



	Course Content

	INTRODUCTION 

	10+3 Hours

	Definitions and Functional Requirements –Motivation – Architecture - Web 3.0 View of IoT–

Ubiquitous IoT Applications – Four Pillars of IoT – DNA of IoT - The Toolkit Approach for End-user Participation in the Internet of Things. Middleware for IoT: Overview – Communication middleware for IoT –IoT Information Security.



	IOT PROTOCOLS
	8+3 Hours

	Protocol Standardization for IoT – Efforts – M2M and WSN Protocols – SCADA and RFID Protocols –Issues with IoT Standardization – Unified Data Standards – Protocols – IEEE 802.15.4 – BACNet Protocol – Modbus – KNX – Zigbee Architecture – Network layer – APS layer – Security


	WEB OF THINGS 

	10+3 Hours

	Web of Things versus Internet of Things – Two Pillars of the Web – Architecture standardization for WoT– Platform Middleware for WoT – Unified Multitier WoT Architecture – WoT Portals and Business Intelligence. Cloud of Things:Grid/SOA and Cloud Computing–Cloud Middleware – Cloud Standards – Cloud Providers and Systems – Mobile Cloud Computing – The Cloud of Things Architecture.

	INTEGRATED 

	9+3 Hours

	Integrated Billing Solutions in the Internet of Things Business Models for the Internet of Things -Network Dynamics: Popula tion Models – Information Cascades - Network Effects - Network

Dynamics: Structural Models - Cascading Behavior in Networks - The Small-World Phenomenon.

	APPLICATIONS 

	8+3  Hours

	The Role of the Internet of Things for Increased Autonomy and Agility in Collaborative Production Environments - Resource Management in the Internet of Things: Clustering, Synchronisation and Software Agents. Applications - Smart Grid – Electrical Vehicle Charging.

	

	Theory:45Hr                                   Tutorial: 15 Hr                                Total Hours:60 

	

	REFERENCES

	1. The Internet of Things in the Cloud: A Middleware Perspective - Honbo Zhou – CRC Press –2012

2. Architecting the Internet of Things - Dieter Uckelmann; Mark Harrison; Florian Michahelles- (Eds.) – Springer – 2011

3. Networks, Crowds, and Markets: Reasoning About a Highly Connected World - David Easley and Jon Kleinberg, Cambridge University Press - 2010

4. The Internet of Things: Applications to the Smart Grid and Building Automation by – Olivier Hersent, Omar Elloumi and David Boswarthick - Wiley -2012

5. The Internet of Things – Key applications and Protocols,Olivier Hersent, David Boswarthick, Omar Elloumi , Wiley, 2012
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	REAL TIME SYSTEMS
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	Course Objectives

	· To learn the basic issues involved in real-time systems. 
· To know about real-time scheduling and resource access control.

· To study the real time operating system concepts.



	Course Outcomes


	After successful completion of this course, the studentsshould be able to

	· Discuss about the basics of real-time systems. [K3]

· Explain about real time operating system concepts. [K3]

· Compile various resource access controls. [K6]

· Compare hard versus soft real-time systems. [K4]
· Develop skills towards designing real-time systems. [K3]

	Course Content


	TYPICAL REAL-TIME APPLICATIONS, HARD VERSUS SOFT REAL-TIME SYSTEMS


	9 Hours

	Jobs and Processors, Release Times, Deadlines and Timing Constraints, Hard and Soft Timing Constraints, Hard Real-time systems, Soft Real-time systems. A Reference Model of Real-time system: Processors and Resources, Temporal Parameters of Real-time Workload, Periodic Task Model, Precedence Constraints and Data Dependency, Other types of Dependencies, Functional Parameters, Resource Parameters of Jobs and Parameters of Resources, Scheduling Hierarchy.

	COMMONLY USED APPROACHES TO REAL-TIME SCHEDULING
	9  Hours

	Clock driven Approach, Weighted Round-Robin Approach, Priority Driven Approach, Dynamic versus Static Systems, Effective Release Times and Deadlines, Optimality of the EDF and LST Algorithms, Non optimality of the EDF and LST Algorithms, Challenging in Validating Timing Constraints in Priority-Driven Systems, Off-Line versus On-Line Scheduling.

	CLOCK-DRIVEN SCHEDULING
	9  Hours

	Notation and Assumptions, Static, Timer Driven Scheduler, General Structure of Cyclic Schedules, Cyclic Executives, Improving the Average Response Time of Aperiodic Jobs, Scheduling Sporadic Jobs, Practical Consideration and Generalizations,Algorithms for Constructing Static Schedules, Pros and Cons of Clock-Driven Scheduling.

	PRIORITY-DRIVEN SCHEDULING OF PERIODIC TASKS
	9  Hours

	Static Assumption, Fixed-Priority versus Dynamic-Priority Algorithms, Maximum Schedulable Utilization, Optimality of the RM and DM Algorithms, A Schedulability Test for Fixed-Priority Tasks with Short Response Times, Schedulability Test for Fixed-Priority Tasks with Arbitrary Response Times, Sufficient Schedulability Conditions for the RM and DM Algorithms. Scheduling Aperiodic and Sporadic Jobs in Priority-Driven Systems Assumption and Approaches, Deferrable Servers, Sporadic Servers, Constant Utilization, Total Bandwidth, and Weighted Fair Queuing Servers, Scheduling of Sporadic Jobs, Real-time Performance for Jobs with Soft Timing Constraints.

	RESOURCES AND RESOURCE ACCESS CONTROL

	9  Hours

	Effects of Resource Contention and Resource Access Control, Nonpreemptive Critical Sections, Basic Priority-Inheritance Protocol, Basic Priority-Ceiling Protocol, Stack-Based Priority-Ceiling (Ceiling-Priority) Protocol, Use of Priority-Ceiling Protocol in Dynamic-Priority Systems, Preemption-Ceiling Protocol, Controlling Accesses to Multiple-Unit Resources

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Jane W.S. Liu,”Real-Time Systems”, Pearson Education, 2009.

2. R Buhr and D Bailey, “Introduction to Real-Time Systems”, PHI, 1999.

3. C. M. Krishna and K. G. Shin, ”Real-Time Systems”, McGraw-Hill, 1997.

4. Phillip A. Laplante, “Real-Time Systems Design and Analysis”, Wiley India, 2004.

5. K.V.K. Prasad “Embedded Real-Time Systems”, Wiley- India, Dreamtech, New Delhi, 2009.
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	HIGH SPEED NETWORKS
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	Course Objectives

	· To study the fundamentals high performance networks.

· To study the principles of queuing model and congestion management.

· To study about QoS and Protocols of QoS.



	Course Outcomes

	After successful completion of this course, the students should be able to


	

	Course Content


	HIGH PERFORMANCE NETWORKS

	9 Hours

	Frame Relay Networks – Asynchronous Transfer Mode – Asynchronous Transfer Mode (ATM) Protocol Architecture - ATM Logical Connection - ATM Cell – ATM Service Categories – ATM Adaptation Layer (AAL) - High Speed LANs: Fast Ethernet - Gigabit Ethernet - Fibre Channel.


	QUEUING MODELS AND CONGESTION MANAGEMENT
	8 Hours

	Queuing Analysis- Queuing Models – Single Server Queues – Effects of Congestion – Congestion Control – Traffic Management – Congestion Control in Packet Switching Networks.


	ATM CONGESTION CONTROL

	12 Hours

	Performance of TCP over ATM - Traffic and Congestion control in ATM – Requirements – Attributes – Traffic Management Frame Work - Traffic Control – Available Bit Rate (ABR) Traffic Management – ABR Rate Control - Resource Management (RM) Cell Formats - ABR Capacity Allocations.


	INTEGRATED AND DIFFERENTIATED SERVICES
	8 Hours

	Integrated Services Architecture – Approach - Components - Services - Queuing Discipline - Fair Admission Control - Traffic Shaping - Resource Reservation Queuing (FQ) - Processor Sharing (PS) - Bit-Round Fair Queuing (BRFQ) - Generalized Processor Sharing (GPS) - Weighted Fair Queuing (WFQ) – Random Early Detection - Differentiated Services DS code points – Per Hop Behavior.


	PROTOCOLS FOR QOS SUPPORT

	8 Hours

	Resource Reservation (RSVP) – Goals & Characteristics - Data Flow - RSVP operations - Protocol Mechanisms – Multiprotocol Label Switching – Operations - Label Stacking - Protocol details – Real Time Protocol (RTP) – Protocol Architecture - Data Transfer Protocol - Real Time Control Protocol (RTCP).

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1.  William Stallings, “High Speed Networks and Internet”, Pearson Education, Second Edition, 2002.

2.  Warland & Pravin Varaiya, “High Performance Communication Networks”, Jean Harcourt Asia Pvt. Ltd., Second edition, 2001.

3.  Irvan Pepelnjk, Jim Guichard and Jeff Apcar, “MPLS and VPN architecture”, Cisco Press, Volume 1 and 2, 2003.
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	PATTERN RECOGNITION
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	Course Objectives

	· To introduce the pattern classifier 

· To deal with classification, clustering 

· To study about structural pattern recognition

· To learn about recent advancements in pattern recognition



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain about the Neural networks for pattern recognition problems [K2]

· Develop appropriate classification algorithm for various pattern recognition problems  [K3]

· Build appropriate clustering techniques for various problems with high dimensional data[K3]

· Explain about feature extraction and subset selection methods for various real world applications.  [K2]

· Experiment with tools used to study complexity, including evolutionary computing and Fuzzy logic.[K3] 



	Course Content

	PATTERN CLASSIFIER

	10 Hours

	Overview of pattern recognition – Discriminant functions – Supervised learning – Parametric estimation – Maximum likelihood estimation – Bayesian parameter estimation – Perceptron algorithm – LMSE algorithm – Problems with Bayes approach – Pattern classification by distance functions – Minimum distance pattern classifier.

	UNSUPERVISED CLASSIFICATION

	8 Hours

	Clustering for unsupervised learning and classification – Clustering concept – C-means algorithm – Hierarchical clustering procedures – Graph theoretic approach to pattern clustering – Validity of clustering solutions.

	STRUCTURAL PATTERN RECOGNITION

	8 Hours

	Elements of formal grammars – String generation as pattern description – Recognition of syntactic description – Parsing – Stochastic grammars and applications – Graph based structural representation

	FEATURE EXTRACTION AND SELECTION


	9 Hours

	Entropy minimization – Karhunen – Loeve transformation – Feature selection through functions approximation – Binary feature selection.

	RECENT ADVANCES


	10 Hours

	Neural network structures for Pattern Recognition – Neural network based Pattern associators – Unsupervised learning in neural Pattern Recognition – Self-organizing networks – Fuzzy logic – Fuzzy pattern classifiers – Pattern classification using Genetic Algorithms.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Robert J.Schalkoff, Pattern Recognition Statistical, Structural and Neural Approaches, John Wiley & Sons Inc., New York, 2007.

2. Tou and Gonzales, Pattern Recognition Principles, Wesley Publication Company, London, 1974.

3. Duda R.O., and Har P.E., Pattern Classification and Scene Analysis, Wiley, NewYork, 1973.

4. Morton Nadier and Eric Smith P., Pattern Recognition Engineering, John Wiley & Sons, New York, 1993.
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	COMPUTATIONAL INTELLIGENCE
(Common to CSE, ECE)


	L
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	Course Objectives

	· To become familiar with neural networks that can learn from available examples and generalize to form appropriate rules for interfacing systems.
· To familiarize with genetic algorithms which are useful while seeking global optimum in self-learning situations.
· To introduce case studies utilizing the above and illustrate the intelligent behavior of programs based on soft computing.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain about the basics of Neural networks [K2]

· Develop   appropriate classification algorithm for various problems  [K3]

· Build appropriate clustering  techniques for various problems with high dimensional data [K3]

· Explain inductive generalization from examples and other traditional learning paradigms.  [K2]
· Experiment with  tools used to study complexity, including evolutionary computing and Fuzzy logic [K3]

	Course Content

	BIOLOGICAL BASIS FOR NEURAL NETWORKS

	6 Hours

	Biological Basis for Neural Networks - Evolutionary Computation – Behavioral Motivations for Fuzzy Logic – Application Areas – Computational Intelligence Development



	NEURAL NETWORK THEORY

	11 Hours

	Components and Terminology – Topologies – Learning – Recall – Taxonomy - Preprocessing & Post Processing – Implementation of Neural Network – Back Propagation – Learning Vector Quantizer – Radial Basis Function Networks –  Kohonen Self Organizing Maps


	EVOLUTIONARY COMPUTATION THEORY 
	11 Hours

	Overview - Genetic Algorithm – Simple Example Problem – Programming – Strategies – Genetic Programming – Implementation of Genetic Algorithm and Particle Swarm Optimizer.


	FUZZY SYSTEM THEORY 
	11 Hours

	Fuzzy Sets and Fuzzy Logic – Approximate Reasoning – Issues – Fuzzy Systems Implementation.












	COMPUTATION INTELLIGENCE THEORY 
	6 Hours

	Definitions – Relationships among Components of Intelligent Systems Implementations – Metrics.






	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Russ Eberhart, Pat Simpson and Roy Dobbins, “Computational Intelligence–PC tools”, AP Professional, 1996.

2. S.N.Sivanandam and S.N.Deepa, “Principles of Soft Computing”, Wiley India (P) Ltd, First edition, 2007.

3. Simon Haykin, “Neural Networks, A Comprehensive Foundation”, Second edition, Addison Wesley Longman, 2001.  

4. Timothy J.Ross, “Fuzzy Logic with Engineering Application “, McGraw Hill, 1977.

5. Davis E.Goldberg, “Genetic Algorithms: Search, Optimization and Machine Learning”, Addison Wesley, N.Y., 1989.

6. S.Rajasekaran and G.A.V.Pai, “Neural Networks, Fuzzy Logic and Genetic Algorithms”, PHI, 2003.




SEMESTER VIII
	U13GST005
	ENGINEERING ECONOMICS AND FINANCIAL MANAGEMENT
	L
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	Course Objectives

	· Acquire knowledge of economics to facilitate the process of economic decision making 

· Acquire knowledge on basic financial management aspects

· Develop the skills to analyze financial statements  



	Course Outcomes

	After successful completion of this course, the students should be able to


	

	Course Content

	ECONOMICS, COST AND PRICING CONCEPTS
	9 Hours

	Economic theories – Demand analysis – Determinants of demand – Demand forecasting – Supply – Actual cost and opportunity cost – Incremental cost and sunk cost – Fixed and variable cost – Marginal costing – Total cost – Elements of cost – Cost curves – Breakeven point and breakeven chart – Limitations of break even chart – Interpretation of break even chart – Contribution – P/V-ratio, profit-volume ratio or relationship – Price fixation – Pricing policies – Pricing methods 



	CONCEPTS ON FIRMS AND MANUFACTURING PRACTICES
	9 Hours

	Firm – Industry – Market – Market structure – Diversification – Vertical integration – Merger – Horizontal integration 


	NATIONAL INCOME, MONEY AND BANKING, ECONOMIC ENVIRONMENT
  
	9 Hours

	National income concepts – GNP – NNP – Methods of measuring national income – Inflation – Deflation – Kinds of money – Value of money – Functions of bank – Types of bank – Economic liberalization – Privatization – Globalization 



	CONCEPTS OF FINANCIAL MANAGEMENT

	9 Hours

	Financial management – Scope – Objectives – Time value of money – Methods of appraising project profitability – Sources of finance – Working capital and management of working capital

	ACCOUNTING SYSTEM, STATEMENT AND FINANCIAL ANALYSIS
	 9 Hours

	Accounting system – Systems of book-keeping – Journal – Ledger – Trail balance – Financial statements – Ratio analysis – Types of ratios – Significance – Limitations. 

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45

	

	REFERENCES

	1. Prasanna  Chandra, “ Financial Management (Theory & Practice) TMH

2. Weston & Brigham, “ Essentials of Managerial Finance”

3. Pandey, I. M., “Financial Management”

4. Fundamentals of Financial Management- James C. Van Horne. 

5. Financial   Management & Policy -James C. Van Horne 

6. Management Accounting & Financial Management- M. Y. Khan & P. K. Jain 

7. Management Accounting Principles & Practice -P. Saravanavel 
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	Product Design and Development   
	L
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	Course Objectives

	· Acquire knowledge on the various stages of a product development process
· Develop skills for using the various tools and techniques for developing products
· Acquire knowledge on project management techniques.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Understand the process to plan and develop products

· Understand the process of collecting information and developing product          specifications 

· Understand the concept generation, selection and testing processes

· Understand the concepts of product architecture, industrial design and design for          manufacture 

· Understand the basics of prototyping, economic analysis and project planning and         execution processes. 

	Course Content

	INTRODUCTION DEVELOPMENT PROCESSES AND ORGANIZATIONS - PRODUCT PLANNING 



	9 Hours

	Characteristics of successful product development to Design and develop products, duration and cost of product development, the challenges of product development.

A generic development process, concept development: the front-end process, adapting the generic product development process, the AMF development process, product development organizations, the AMF organization.


The product planning process, identify opportunities. Evaluate and prioritize projects, allocate resources and plan timing, complete pre project planning, reflect all the results and the process.



	IDENTIFYING CUSTOMER NEEDS - PRODUCT SPECIFICATIONS
Gathering raw data from customers, interpreting raw data in terms of customer needs, organizing the needs into a hierarchy, establishing the relative importance of the needs and reflecting on the results and the process.
      
            





 
Specifications, establish specifications, establishing target specifications setting the final specifications.
     


                         
                                                                                                    

	9 Hours

	CONCEPT GENERATION - CONCEPT SELECTION - CONCEPT TESTING
	9 Hours

	The activity of concept generation clarify the problem search externally, search internally, explore systematically, reflect on the results and the process.

Overview of methodology, concept screening, concept scoring, caveats.Purpose of concept test, choosing a survey population and a survey format, communicate the concept, measuring customer response, interpreting the result, reflecting on the results and the process.   


	PRODUCT ARCHITECTURE - INDUSTRIAL DESIGN - DESIGN FOR MANUFACTURING

	9 Hours

	Meaning of product architecture, implications of the architecture, establishing the architecture, variety and supply chain considerations, platform planning, related system level design issues. 
Assessing the need for industrial design, the impact of industrial design, industrial design process, managing the industrial design process, is assessing the quality of industrial desig




       





 
Definition, estimation of manufacturing cost, reducing the cost of components, assembly, supporting production, impact of DFM on other factors.         

                                                          


	PROTOTYPING - PRODUCT DEVELOPMENT ECONOMICS - MANAGING PROJECTS


	9 Hours

	Prototyping basics, principles of prototyping, technologies, planning for prototypes.

      




 

Elements of economic analysis, base case financial mode,. Sensitive analysis, project trade-offs, influence of qualitative factors on project success, qualitative analysis. 



            


Understanding and representing task, baseline project planning, accelerating projects, project execution, post mortem project evaluation.


	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 


	REFERENCES

	1. Product Design and Development: Karl. T. Ulrich, Steven D Eppinger,. Irwin McGrawHill.

2. Product Design and Manufacturing: A C Chitale and R C Gupta, PHI

3. New Product Development: Timjones. Butterworth Heinmann,, Oxford. UCI. 

4. Product Design for Manufacture and Assembly: Geoffery Boothroyd, Peter Dewhurst and Winston Knight.
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SERVICE ORIENTED ARCHITECTURE
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	Course Objectives

	· To understand the concepts of Service Oriented Architecture along with the evolution of SOA 

· To realize SOA concepts with Web Services paradigms. 

· To know SOA related technologies. 



	Course Outcomes

	After successful completion of this course, the studentsshould be able to

	· Demonstrate an understanding of architectural principles, architecture evolution processes, development methods with SOA, strengths and difficulties of service-oriented system development [K2]

· Organise the services to perform the service composition [K3]
· Model and design a service-oriented system using architectural principles, development methods with SOA and related technologies [K3]

· Critically evaluate and apply development methods of SOA [K5]

· Demonstrate ability to work in a software development  team [A]

	Course Content

	
	9 Hours

	The Evolution of SOA –Characteristics of SOA – Introducing SOA.

	
	9 Hours

	Web services – Service descriptions – Messaging with SOAP –Message exchange Patterns – Coordination –Atomic Transactions – Business activities – Orchestration – Choreography - Service layer abstraction – Application Service Layer – Business Service Layer – Orchestration Service Layer.











	
	9 Hours

	Service oriented analysis – Business-centric SOA – Deriving business services- service modeling - Service Oriented Design – WSDL basics – SOAP basics – SOA composition guidelines – Entity-centric business service design – Application service design – Task centric business service design.

	
	9 Hours

	 SOA platform basics – SOA support in J2EE – Java API for XML-based web services (JAX-WS) - Java architecture for XML binding (JAXB) – Java API for XML Registries (JAXR) - Java API for XML based RPC (JAX-RPC)- Web Services Interoperability Technologies (WSIT) - SOA support in .NET – Common Language Runtime - ASP.NET web forms – ASP.NET web services – Web Services Enhancements (WSE).

	
	9 Hours

	WS-BPEL basics – WS-Coordination overview - WS-Policy- WS-Security.


	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 


	

	REFERENCES

	1. Thomas Erl, “Service-Oriented Architecture: Concepts, Technology, and Design”, Pearson Education, 2010.

2. Thomas Erl, “SOA Principles of Service Design “(The Prentice Hall Service-Oriented Computing Series from Thomas Erl), 2007.

3. Newcomer, Lomow, “Understanding SOA with Web Services”, Pearson Education, 2005.

4. Sandeep Chatterjee, James Webber, “Developing Enterprise Web Services, An Architect’s Guide”, Pearson Education, 2005.

5. Dan Woods and Thomas Mattern, “Enterprise SOA Designing IT for Business Innovation” O’REILLY, First Edition, 2006.
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COMPUTER VISION               
	L
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	Course Objectives

	· To understand issues involved in defining and simulating the perception of objects

· To familiarize with specific computer vision algorithms

· To learn about segmenting images and its tracking



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain about shift invariant linear systems [K2].

· Discuss about filling of holes in images [K3].

· Measure the performance of image denoising system [K5]

· Explain the different tracking methods [K3]

· Demonstrate the process of segmenting images [K2]



	Course Content

	GEOMETRIC CAMERA MODELS                                                                                                         
	9 Hours

	Image Formation - Intrinsic and Extrinsic Parameters - Geometric Camera Calibration 

	LINEAR FILTERS                                                                                                                              
	9 Hours

	Linear Filters and Convolution - Shift Invariant Linear Systems - Spatial Frequency and Fourier Transforms - Sampling and Aliasing - Filters as Templates – Normalized Correlation and Finding Patterns-Scale and Image Pyramids.

	IMAGE  FEATURES  AND  TEXTURE
	9 Hours

	Computing the Image Gradient - Representing the Image Gradient  -  Finding Corners and Building Neighborhoods - Describing Neighborhoods with SIFT and HOG Features - Local Texture Representations Using Filters - Pooled Texture Representations by Discovering Textons - Synthesizing Textures and Filling Holes in Images - Image Denoising - Shape from Texture.  


	SEGMENTATION
	9 Hours

	What is segmentation? - Human vision: Grouping and Gestalt - Applications: Shot boundary detection and Background subtraction - Image segmentation by Clustering pixels - Segmentation by Graph-theoretic clustering - Hough Transform - Fitting Lines - Fitting Curves - Fitting as a Probabilistic Inference problem - Robustness.



	TRACKING     
	9 Hours

	Simple Tracking Strategies - Tracking Using Matching - Tracking Linear Dynamical Models with Kalman Filters - The Kalman Filter - Data Association - Particle Filtering.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45


	

	REFERENCES

	1. David A.Forsyth and Jean Ponce, “Computer Vision- A Modern Approach”, PHI, 2nd Edition, 2009.

2. Ballard.D.H and Brown.C.M, “Computer vision”, PHI, Englewood Cliffs, 1982.
3. M.Shah, “Fundamentals of computer vision”, 1997. (available on-line)
4. Richard Szeliski, “Computer Vision: Algorithms and Applications”, Springer, New York, 2010.
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	ADHOC AND SENSOR NETWORKS
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	Course Objectives

	· To study the fundamentals adhoc networks.

· To study the routing protocols of adhoc networks.

· To study the principles of security and energy management in adhoc networks.

· To study the fundamentals of sensor networks.


	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain the fundamentals of adhoc and sensor networks.[K2]

· Compare the routing protocols of adhoc networks. [K4]

· Illustrate the security issues in adhoc networks and explain solutions for it. [K2]

· Explain the principles of energy management in adhoc networks. [K2]
· Summarize the methods for data dissemination and gathering. [K2]


	Course Content

	INTRODUCTION

	7 Hours

	Characteristics of wireless channel - Wireless local loop - IEEE  802.16 standard – HIPERACCESS -Ad hoc Wireless Networks: Introduction and Issues - MAC Protocols: Design issues - Goals  and classification -MACAW: A Media Access Protocol for Wireless LANs- Distributed Packet Reservation Multiple Access Protocol-Distributed Priority Scheduling and Medium Access in Ad Hoc Networks- MAC Protocol using Directional Antennas.

	ROUTING PROTOCOLS


	11 Hours

	Design Issues – Classification – DSDV – WRP - Location Aided Routing - Zone Routing Protocol - Hierarchical State Routing Protocol - Power Aware Routing Protocol - Associativity based Multicast Routing Protocol - Multicast AODV - On demand Multicast Routing Protocol. 

	SECURITY IN ADHOC NETWORKS
	9 Hours

	Security in Adhoc Wireless Networks – Network Security Requirements - Issues and Challenges in Security Provisioning – Network Security Attacks – Key Management – Secure Routing in Adhoc Networks. 

	ENERGY MANAGEMENT


	9 Hours

	Need - Classification of Battery Management Schemes - Transmission Power Management Schemes - System Power Management Schemes.

	WIRELESS SENSOR NETWORKS

	9 Hours

	Architecture - Data Dissemination - Date Gathering - MAC Protocols - Location Discovery - Quality of Sensor Networks

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45

	

	REFERENCES

	1. C.Siva Ram Murthy and B.S.Manoj, “Adhoc Wireless Networks: Architectures and Protocols”, Prentice Hall PTR, 2004.

2. C.-K.Toh, “Adhoc Mobile Wireless Networks: Protocols And Systems”, Prentice Hall PTR, 2001

3. Mohammad Ilyas, “The Handbook Of Adhoc Wireless Networks”, CRC press, 2002

4. Charles E. Perkins, “Adhoc  Networking”, Addison –Wesley, 2000

5. Stefano Basagni , Marco Conti, et al, “Mobile Adhoc  Networking”, Wiley –IEEE press, 2004
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	BUSINESS INTELLIGENCE AND ITS APPLICATION
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	Course Objectives

	· To know the transaction processing and analytical applications.
· To understand the data warehouse implementation methodology and project life cycle.



	Course Outcomes

	After successful completion of this course, the studentsshould be able to

	· Compare Transaction Processing and Analytical applications and describe the need for Business Intelligence [K2]

· Demonstrate understanding of technology and processes associated with Business Intelligence framework [K2]

· Demonstrate understanding of Data Warehouse implementation methodology and project life cycle [K2]
· Identify the metrics, indicators and make recommendations to achieve the business goal for a given scenario. [K3]
· Design an enterprise dashboard that depicts the key performance indicators which helps in decision making.  [K6]


	Course Content


	INTRODUCTION TO BUSINESS INTELLIGENCE
	6 Hours

	Introduction to OLTP and OLAP, BI Definitions & Concepts, Business Applications of BI, BI Framework, Role of Data Warehousing in BI, BI Infrastructure Components – BI Process, BI Technology, BI Roles & Responsibilities

	BASICS OF DATA INTEGRATION EXTRACTION TRANSFORMATION LOADING                
	15 Hours

	Concepts of data integration need and advantages of using data integration, introduction to common data integration approaches, introduction to ETL using SSIS, Introduction to data quality, data profiling concepts and applications

	INTRODUCTION TO MULTI-DIMENSIONAL DATA MODELING      
	9 Hours

	Introduction to data and dimension modeling, multidimensional data model, ER Modeling vs. multi dimensional modeling, concepts of dimensions, facts, cubes, attribute, hierarchies, star and snowflake schema, introduction to business metrics and KPIs, creating cubes using SSAS


	BASICS OF ENTERPRISE REPORTING
	15 Hours

	Introduction to enterprise reporting, concepts of dashboards, balanced scorecards, introduction to SSRS Architecture, enterprise reporting using SSRS 

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. David Loshin, Business Intelligence  ,Second Edition, Morgan Kaufmann Series,2012

2.  Mike Bierre, Business Intelligence for the Enterprise, IBM Press,2003

3. Larissa T. Moss, Shaku Atre, Business Intelligence Roadmap: The Complete Project Lifecycle for Decision-Support Applications,Addison-Wesley,2003

4. Cindi Howson, Successful Business Intelligence: Secrets to Making BI a Killer App, McGraw-Hill,2008
5. Brain, Larson, Delivering business intelligence with Microsoft SQL server 2008 , McGraw-Hill,2009
6. Stephen Few,Information Dashboard Design: The Effective Visual Communication of Data,Oreilly Media,2006.
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	DISTRIBUTED SYSTEMS
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	Course Objectives

	· To lay foundations in Distributed Systems.

· To introduce the idea of middleware and related issues.

· To understand the issues involved in design of distributed algorithms. 



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Define and explain the distributed environment [K1]

· Demonstrate the access of remote objects for the service[K2]

· Apply security methods [K3]

· Organize processes in a distributed systems [K3]
· Define and explain the functionalities of File management system[K1]

	Course Content

	INTRODUCTION  

	9 Hours

	Introduction to Distributed systems-examples of distributed systems- resource sharing and the web- challenges-architectural models- fundamental models - Introduction to inter-process communications-external data representation and marshalling- client server communication-group communication.

	DISTRIBUTED OBJECTS AND FILE SYSTEM

	9 Hours

	Introduction - Communication between distributed objects - Remote procedure call - Events and notifications - Java RMI case Study - Introduction to Distributed File System - File service architecture - Sun network file system - Introduction to Name Services- Name services and DNS - Directory and directory services

	DISTRIBUTED OPERATING SYSTEM SUPPORT

	10 Hours

	The operating system layer – Protection - Process and threads - Communication and invocation - Operating system architecture - Introduction to time and global states - Clocks, Events and Process states - Synchronizing physical clocks - Logical time and logical clocks - Distributed debugging – Distributed mutual exclusion.

	TRANSACTION AND CONCURRENCY CONTROL – DISTRIBUTED TRANSACTIONS

	9 Hours

	Transactions – Nested transaction – Locks - Optimistic concurrency control - Timestamp ordering - Comparison of methods for concurrency control - Introduction to distributed transactions - Flat and nested distributed transactions -  Concurrency control in distributed transactions - Distributed deadlocks - Transaction recovery

	SECURITY AND REPLICATION


	8 Hours

	Overview of security techniques - Cryptographic algorithms – Digital signatures - Cryptography pragmatics – Replication Introduction to Distributed Multimedia systems.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. George Coulouris, Jean Dollimore, Tim Kindberg, , "Distributed Systems: Concepts and Design", 4th Edition, Pearson Education, 2005.

2. A.tS. Tanenbaum and M. V. Steen, "Distributed Systems: Principles and Paradigms", Second Edition, Prentice Hall, 2006.

3. Mukesh Singhal and N. G. Shivaratri, “Advanced Concepts in Operating Systems”,      McGraw-Hill, 2001
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	Course Objectives

	· To introduce the theory behind and the use of the technologies on the semantic web.

· To provide theoretical background of various languages on the Semantic Web.


	Course Outcomes

	After successful completion of this course, the studentsshould be able to

	· Explain ontological categories and semantic web. [K2]

· Develop domain specific ontologies using ontology languages. [K3]

· Classify ontology learning algorithms based on application domain. [K3]

· Summarize different ontology development tools. [K3]
· Design and build ontologies in OWL using the de facto standard editor, Protege, justify their design. [K5]



	Course Content

	INTRODUCTION


	8 Hours

	Components – Types – Ontological Commitments – Ontological Categories –Philosophical Background -Sample - Knowledge Representation Ontologies – Top Level Ontologies – Linguistic Ontologies – Domain Ontologies – Semantic Web – Need –Foundation – Layers – Architecture.

	LANGUAGES FOR SEMANTIC WEB AND ONTOLOGIES

	12 Hours

	Web Documents in XML – RDF - Schema – Web Resource Description using RDF- RDF Properties – Topic Maps and RDF – Overview – Syntax Structure – Semantics –Pragmatics - Traditional Ontology Languages – LOOM- OKBC – OCML – Flogic Ontology Markup Languages – SHOE – OIL - DAML + OIL- OWL.

	ONTOLOGY LEARNING FOR SEMANTIC WEB
	12 Hours

	Taxonomy for Ontology Learning – Layered Approach – Phases of Ontology Learning –Importing and Processing Ontologies and Documents – Ontology Learning Algorithms -Evaluation


	ONTOLOGY MANAGEMENT AND TOOLS

	8 Hours

	Overview – need for management – development process – target ontology – ontology mapping – skills management system – ontological class – constraints – issues. volution– Development of Tools and Tool Suites – Ontology Merge Tools – Ontology based Annotation Tools.


	APPLICATIONS


	5 Hours

	Web Services – Semantic Web Services - Case Study for specific domain – Security issues – current trends.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Asuncion Gomez-Perez, Oscar Corcho, Mariano Fernandez-Lopez “Ontological Engineering: with examples from the areas of Knowledge Management, e-Commerce and the Semantic Web” Springer, 2004.

2. Grigoris Antoniou, Frank van Harmelen, “A Semantic Web Primer (Cooperative Information Systems)”, The MIT Press, 2004.

3. Alexander Maedche, “Ontology Learning for the Semantic Web”, Springer; 1 edition, 2002.

4. John Davies, Dieter Fensel, Frank Van Harmelen, “Towards the Semantic Web: Ontology –Driven Knowledge Management”, John Wiley & Sons Ltd., 2003.

5. John Davies (Editor), Rudi Studer (Co-Editor), Paul Warren (Co-Editor) “Semantic Web Technologies: Trends and Research in Ontology-based Systems”Wiley Publications, Jul 2006

6. Dieter Fensel (Editor), Wolfgang Wahlster, Henry Lieberman, James Hendler, “Spinning the Semantic Web: Bringing the World Wide Web to Its Full Potential”, The MIT Press, 2002

7. Michael C. Daconta, Leo J. Obrst, Kevin T. Smith, “The Semantic Web: A Guide to the Future of XML, Web Services, and Knowledge Management”, Wiley, 2003

8. Steffen Staab (Editor), Rudi Studer, “Handbook on Ontologies (International Handbooks on Information Systems)”, Springer 1st edition, 2004

9. Dean Allemang (Author), James Hendler (Author) “Semantic Web for the Working Ontologist: Effective Modeling in RDFS and OWL” (Paperback), Morgan Kaufmann, 2008
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	SOFTWARE QUALITY ASSURANCE AND TESTING
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	Course Objectives

	· To present the concepts, techniques and metrics for quality assurance in software development. 

· To develop a good understanding of issues, techniques and tools for software testing. 

· To enable students to gain a working knowledge of techniques for management of testing projects.

  

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Define software testing, understand various approaches of testing, its strategies and challenges in software testing.[K1]
· Define risk in software project development.[K1]
· Develop knowledge in understanding the importance of Software Quality Assurance. [K3] 
· Develop skills to  apply software testing techniques for information systems development.[K3]
· Develop skills to work together as a team in preparing a report. [K3]

	Course Content

	FUNDAMENTALS OF SOFTWARE TESTING


	9 Hours

	Introduction- Approaches to Testing - Testing during Development Life cycle - Requirement Traceability Matrix - Salient Features of Good Testing -Test Policy - Test Strategy - Test Planning –Testing Process & Number of Defects found in Testing - Test Team Efficiency - Mutation Testing -Challenges in Testing - Test Team Approach - Process Problems faced in Testing – Defect - Error/Mistake and Failures  in Software - People Challenges in Software Testing.


	RISK ANALYSIS

	9 Hours

	Introduction - Advantage & Disadvantages of Automated Development System – Risk – Constraints - Project & Product Risks - Risks faced due to Software Development Systems - Software Implementation Risks - Risk Assessment - Handling of Risks - V Test Model - Defect Management.

	SOFTWARE QUALITY


	9 Hours

	Quality: Popular Views - Professional Views – Software Quality – Total Quality Management – Software Quality Metrics – In-process Quality Metrics – Metrics for Software Maintenance – Applying the Seven Basic Quality Tools in Software Development.

	SOFTWARE QUALITY

	9 Hours

	Defect Removal Effectiveness – Rayleigh Model – Exponential Distribution and Reliability Models – Quality Management Models. 


	SOFTWARE QUALITY

	9 Hours

	Availability metrics – Measuring and Analyzing customer satisfaction – Conducting In- process Quality Assessments – Audit and Assessment – Software Process Maturity Assessment – Software Project Assessment – Do’s and Don’ts of Software Process Improvement.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. M.G. Limaye, “Software Testing – Principles, Techniques and Tools”, Tata McGraw Hill, 2009.

2. Stephen H. Khan, “Metrics and Models in Software Quality Engineering”, Pearson Education, second Edition, 2004.

3. Watts S. Humphrey, “Managing The Software Process”, Addison Wesley, 1989.

4. William E. Perry, “Effective Methods for Software Testing”, John Wiley, Second Edition, 2000.
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	GRID AND CLOUD COMPUTING
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	Course Objectives

	· To understand  about grid systems and its services 
· To learn about cloud computing and virtual machines

	Course Outcomes

	After successful completion of this course, the students should be able to

	· Define  and explain Grid computing [K1]

· Utilize Grid Toolkits and apply to solve the real life problems [K3]

· Apply web services for grid applications [K3]

· Define and explain Cloud Computing. [K1]
· Compare Grid and Cloud Computing. [K2]


	Course Content

	GRID COMPUTING TECHNOLOGY – AN OVERVIEW

	9 Hours

	Introduction – High-Performance Computing – Cluster Computing – Peer-to-Peer Computing – Internet Computing – Grid computing – Grid computing model – Grid Protocols – Types of Grids – Grid  Networks – Grid Applications characteristics – Application Integration – Grid Computing and Public Policy

	GRID COMPUTING AND GRID COMPUTING INITIATIVES

	9 Hours

	Early grid activities – Current Grid Activities – Grid Business areas – Grid applications – Grid Infrastructure - Grid Computing Organizations and their roles – Grid Computing anatomy – Grid Computing road map.

	GRID COMPUTING APPLICATIONS AND TECHNOLOGIES
	9 Hours

	Merging the Grid Services Architecture with the Web Services Architecture - OGSA – Sample use cases – OGSA platform components – OGSI – OGSA Basic Services

	GRID COMPUTING TOOL KITS

	9 Hours

	Globus GT 3 Toolkit – Architecture, Programming model, High level services – OGSI .Net middleware Solutions.

	CLOUD COMPUTING                                                                                                      
	9 Hours

	Understanding Cloud Computing – Cloud Computing for Everyone: Cloud computing for the family, community and corporation.

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45 

	

	REFERENCES

	1. Ahmar Abbas, “Grid Computing: A Practical Guide to technology and Applications”, Firewall Media, 2008 Edition.  

2. Joshy Joseph & Craig Fellenstein, “Grid Computing”, Pearson Education, 2004. 

3. Michael Miller, “Cloud Computing – Web-Based Applications that Change the way you work and collaborate Online”, Pearson Education, 2009. 
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	Course Objectives

	· To provide foundation knowledge in information retrieval.

· To understand different applications of information retrieval techniques in Web environment.



	Course Outcomes

	After successful completion of this course, the students should be able to

	· Explain Information retrieval system strategies. [K2].

· Compare various types of retrieval utilities. [K2]

· Apply cross-language information retrieval strategies. [K3]

· Identify various steps involved in information retrieval techniques. [K3]

· Examine various information retrieval techniques. [K4]

	Course Content

	RETRIEVAL STRATEGIES

	10 Hours

	Vector Space Model – Probabilistic Retrieval Strategies – Language Models – Inference Networks – Extended Boolean Retrieval – Latent   Semantic Indexing – Neural Networks – Genetic Algorithms – Fuzzy Set Retrieval.

	RETRIEVAL UTILITIES

	9 Hours

	Relevance Feedback – Clustering – Passage-based Retrieval – N-grams – Regression Analysis – Thesauri – Semantic Networks – Parsing.

	CROSS-LANGUAGE INFORMATION RETRIEVAL

	9 Hours

	Introduction – Crossing the Language Barrier – Cross-Language Retrieval strategies – Cross Language Utilities – Efficiency - Inverted Index – Query Processing – Signature Files – Duplicate Document Detection.

	INTEGRATING STRUCTURED DATA AND TEXT, PARALLEL INFORMATION RETRIEVAL

	10 Hours

	Integrating Structured Data and Text: Relational Model – Historical Progression –Relational Application – Semi-Structured Search – Multi-dimensional Data Model – Mediators

Parallel Information Retrieval: Parallel Text Scanning – Parallel Indexing – Clustering and Classification – Parallel Systems 

	DISTRIBUTED INFORMATION RETRIEVAL
	7 Hours

	Theoretical Model – Web Search – Result Fusion – Peer-to-Peer Information Systems - Architectures

	

	Theory:45Hr                                   Tutorial: 0 Hr                                Total Hours:45

	

	REFERENCES

	1. David A. Grossman, Ophir Frieder, “Information Retrieval: Algorithms, and Heuristics”, Academic Press, Second Edition, 2008.

2. Christopher D. Manning, Prabhakar Raghavan, Hinrich SchützeAn ,”Introduction to Information Retrieval” ,Cambridge University Press, Cambridge, England, 2009.

3. Ricardo Baeza-Yate, Berthier Ribeiro-Neto, “Modern Information Retrieval”, Pearson Education Asia, 2007.

4. G.G. Chowdhury, “Introduction to Modern Information Retrieval”, Neal- Schuman Publishers; 3rd edition, 2010.

5. Daniel Jurafsky and James H. Martin, “Speech and Language Processing 2/E”, Pearson Education, 2009.

6. Charles T. Meadow, Bert R. Boyce, Donald H. Kraft, “Text Information Retrieval Systems”, Academic Press, 3rd edition, 2007.




